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Spatial data handling and analysis is one of the most important trends in modern computer
oriented geophysics and geology. This article describes a software complex designed for
integration of geodata analysis algorithms in a unified geoinformation environment. The
developed software system provides access to an extensive geodatabase on Earth sciences
and constantly updated catalog of algorithms and requires only a Web browser and Internet
connection. This paper contains a mathematical description of some methods of data
mining and data analysis, which have been already incorporated into the system. The
discussed results also include the application of the algorithms, arranged in a database,
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Introduction

With the development of science and technology, intensity
of geodata accumulation increases. It causes difficulties in
the exchange of geophysical knowledge between researchers
and users. Implementation of modern and efficient geoin-
formation technologies can simplify the process of geodata
management, analysis and exchange. It also provides quick
and efficient solutions of a vast majority of specific tasks.

Modern Geographic Information System (GIS) is a set of
technical, software and information resources, which provide
input, storage, processing, mathematical and cartographic
modeling and graphical representation of georeferenced data
and allow performing their correlation with attribute data
(https://www.itc.nl/library/papers 2009/general/Principles
GIS.pdf). The concept of GIS is layer-by-layer organization
of spatial data implying that data of the same type are usu-
ally grouped into layers; multiple thematic layers form a
map. GIS allows working only with data layers, which in-
clude information required for a specific task.

Nowadays there is a number of Web-based systems that
provide a variety of ways for processing geophysical and ge-
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ological data. For example, GES DISC (Goddard Earth Sci-
ences Data and Information Services Center) Interactive On-
line Visualization and Analysis Infrastructure (GIOVANNI)
[GIOVANNI: [website], URL: http://giovanni.sci.gsfc.nasa.
gov/giovanni/], created by NASA, allows access to various
data processing procedures as well as visualization of re-
mote sensing data. The Institute of Computing Technology
in cooperation with the Institute of Geology and Mineral-
ogy of the Siberian Branch of the Russian Academy of Sci-
ences developed a tool for searching, processing and analyz-
ing geodata [Shokin et al., 2007]. This approach is a com-
bination of GIS and Web technologies. Other examples of
such systems are presented in [Alekseev et al., 1998; Galin et
al., 2003; Okladnikov et al., 2013; KNMI Climate Explorer,
URL: http://climexp.knmi.nl/]. The existing GIS systems,
including Web-based ones, provide access to a large diversity
of data arrays on Earth sciences. Nevertheless, these systems
usually do not allow a user to process, visualize and analyze
data received from various sources and apply GIS-oriented,
general-purpose algorithms.

Contemporary study of internal structure, evolution and
dynamics of the Earth using information on seismic sound-
ing, gravity and magnetic anomalies, etc. is increasingly
accompanied by computer simulation and analysis. A lot of
new mathematical methods of interpretation and modeling
of geophysical fields and other processes have been developed
and continue to develop. Such methods and data processing
algorithms are being developed at the Geophysical Center
of RAS (GC RAS) and Schmidt Institute of Physics of the
Earth of RAS, as well as many other Russian and foreign
scientific institutions.
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At the same time the implementation and application of
algorithms for geodata analysis is a very demanding task.
The creation, filling and support of databases and servers re-
quire highly skilled professionals, as well as other resources.
All this causes the necessity of integration of geodata and
algorithms of their processing and intellectual analysis into
a single environment available online [Berezko et al., 2008,
Beriozko et al., 2011; Lebedev and Beriozko, 2009].

Centralized catalogue of geodata processing algorithms,
which will be discussed in the article, is a subsystem of GIS
responsible for access to specific methods of geodata pro-
cessing performed centrally on a server.

GIS server should include the necessary software and
hardware to provide execution of algorithms and transmis-
sion of the results to user, as well as storage of geodata and
processing results [Lebedev and Beriozko, 2009]. A signifi-
cant advantage of such environment is the ability of creating
a unified library of geoprocessing methods. The GIS, which
allows integrating applications for geoprocessing algorithms,
provides the functionality to develop new algorithms and
include them in the unified and constantly extending cata-
logue. This allows researchers to focus on the mathematical
implementation of such algorithms and the results of their
application in a unified GIS environment.

In contrast to executing the algorithms on a local com-
puter, the proposed technology of the server-based catalogue
has the following advantages:

∙ continually expanding set of algorithms with detailed
information about them;

∙ the ability to run multiple algorithms in a sequence
on the same data;

∙ minimal requirements for user’s workstations: all cal-
culations are performed on a server; user receives only
the results;

∙ access to the most comprehensive database and pro-
cessing results from anywhere in the world [Beriozko
et al., 2011; Lebedev and Beriozko, 2009].

Today there are many highly specialized GIS solutions
for a diverse range of tasks, but they are quite demanding
on computer performance. Often for each specific case a
sophisticated approach is needed, and it requires the user
to have knowledge in a specific area. Solving this problem
requires a unified system, which integrates both geodata and
algorithms that could be applied to them.

The developed software complex designed for integration
of geodata analysis algorithms includes the following com-
ponents:

∙ Interface for geodatabase access,

∙ cartographic Web application for geodata visualiza-
tion,

∙ database for geodata analysis algorithms.

The elaborated system includes: services for data process-
ing based on REST API technology and a Web application
based on [ArcGIS API for JavaScript. The Web application
was designed to send tasks to the server, check the status of
their execution, retrieve the results in asynchronous mode,
and visualize the obtained results by adding them on the
map.

General Principles of the Implemented
DMA Algorithms

With the development of science and technology there is
a rapid increase in volume of geophysical data. In parallel, a
transition from the presentation of the results in an analog
form to digital format takes place in many data centers all
over the world. This had an impact on the growth of dig-
ital methods for data analysis and development of discrete
mathematics.

One of the areas of discrete mathematics is intellectual
data processing, which involves modeling of human ability to
analyze information. Indeed, an expert can effectively carry
out clustering of objects, highlight and estimate anomalies
and find signals on records by eye with the condition of
moderate-size data sets of maximum three dimension. How-
ever, with the increase of data volume and dimensions and
hence the volume of the calculations, people lose this abil-
ity. This paper refers to the possibility of modeling a human
ability to analyze data with the subsequent transfer of this
knowledge in order to process large amounts of information
(e.g., [Gvishiani et al., 2010; Soloviev et al., 2013]).

Arrays of digital data on geology and geophysics as well
as other Earth observations are characterized by great noise
pollution. Such data often have sufficiently approximate and
fuzzy nature. This makes very important the role of an
expert’s competence in analysis of such information. The
mathematical description of fuzzy expert’s estimates can be
obtained using fuzzy math and fuzzy logic [Kaufmann, 1975;
Zelinskiy et al., 2014].

Fuzzy logic is an apparatus that takes into account both
fuzzy data and expert mindset. It is the basis of the ap-
proach to geological and geophysical data analysis by meth-
ods of artificial intelligence. Using this approach, the dis-
crete analogs of the fundamental concepts of classical math-
ematical analysis, such as limit, continuity, monotony, have
been formally defined in the framework of Discrete Mathe-
matical Analysis (DMA) (e.g., [Gvishiani et al., 2008]).

Fuzzy logic and fuzzy mathematics form the DMA ap-
proach. It represents a set of algorithms with a single for-
mal basis and a universal character. In particular, DMA
includes a series of neo-clustering algorithms, which allow
determining dense object condensations in multidimensional
arrays and define their morphology (e.g., linear and ring
structures), as well as the algorithms of anomaly recogni-
tion within noised time series. DMA has already found many
successful applications in studying and recognizing anoma-
lies in geological, geophysical and geodynamic data [Agayan
and Soloviev, 2004; Bogoutdinov et al., 2010; Gvishiani et
al., 2008, 2010, 2013, 2014; Sidorov et al., 2012; Soloviev et
al., 2005, 2009, 2012a, 2012b, 2013; Zelinskiy et al., 2014].

Some basic mathematical constructs underlying the DMA
algorithms are given below.

Fuzzy Comparisons

Fuzzy comparison 𝑛(𝑎, 𝑏) of the real numbers 𝑎 and 𝑏mea-
sures in alternating scale interval [−1; 1] a degree of superi-
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Figure 1. Plot of dependence 𝑛(𝑎, 𝑏) on the parameter 𝑏
and fixed 𝑎 = 0.

ority 𝑏 over 𝑎:

𝑛(𝑎, 𝑏) = mes(𝑎 < 𝑏) ∈ [−1; 1]

where 𝑎, 𝑏 – real numbers, 𝑛(𝑎, 𝑏) – fuzzy binary relation on
R.

Thus, 𝑛 can be any function 𝑓(𝑎, 𝑏), 𝑓 : 𝑅 → [−1, 1],
increasing with respect to 𝑏 for fixed 𝑎 and decreasing with
respect to 𝑎 for fixed 𝑏 with additional boundary conditions:

∀𝑎 : lim
𝑏→±∞

𝑓(𝑎, 𝑏) = ±1

∀𝑎 : lim
𝑎→±∞

𝑓(𝑎, 𝑏) = ∓1

∀𝑎 : lim 𝑓(𝑎, 𝑎) = 0

where 𝑎, 𝑏 – real numbers. An example of such a function
(1):

𝑛(𝑎, 𝑏) =
𝑏− 𝑎

1 + |𝑏− 𝑎| (1)

where 𝑎, 𝑏 – real numbers.
Figure 1 is a plot illustrating the formula (1) for a fixed

𝑎 = 0 and variable 𝑏.
The next step, after determining the fuzzy comparison of

numbers 𝑛(𝑎, 𝑏), is its extension to concepts of fuzzy com-
parisons 𝑛(𝑎,𝐴) and 𝑛(𝐴, 𝑎) of an arbitrary number 𝑎 ∈ R
with arbitrary weighted, finite set of numbers 𝐴.

𝐴 = {(𝑎𝑖, 𝑤𝑖)|𝑁1 , 𝑎𝑖 ∈ 𝑅, 𝑤𝑖 > 0, 𝑖 = 1 . . . 𝑁}

𝑤𝑖 > 0, 𝑖 = {1 . . . 𝑁}

where 𝑎𝑖 is the 𝑖-th element of the set 𝐴; 𝑤𝑖 is weight of the
𝑖-th element; 𝑁 is number of elements in the set 𝐴.

This expansion is ambiguous, and each variant formalizes
the concept of “large (small) with respect to 𝐴 (modulo 𝐴)”
in its own way.

Fuzzy comparison 𝑛(𝑎,𝐴) and 𝑛(𝐴, 𝑎) should be treated
as a function of membership to fuzzy concepts “to be small
modulo 𝐴” and “to be great modulo 𝐴” on R:

𝑛(𝑎,𝐴) = mes(𝑎 < 𝐴)

𝑛(𝐴, 𝑎) = mes(𝐴 < 𝑎)

where 𝑎 is real number; 𝐴 is weighted set of real numbers.
The DMA algorithms typically use the binary expansion:

𝑛(𝑎,𝐴) =
Σ𝑁

𝑖=1𝑛(𝑎, 𝑎𝑖)𝑤𝑖

Σ𝑁
𝑖=1𝑤𝑖

𝑛(𝐴, 𝑎) =
Σ𝑁

𝑖=1𝑛(𝑎𝑖, 𝑎)𝑤𝑖

Σ𝑁
𝑖=1𝑤𝑖

where 𝑎𝑖 is element of 𝐴; 𝑤𝑖 is weight of the 𝑖-th element;
𝑁 is the number of elements of the 𝐴.

Kolmogorov Mean

Let 𝐴 = {(𝑎𝑖, 𝑤𝑖)|𝑁1 } be a positive weighted distribution
and 𝑝 ∈ R, then the classical Kolmogorov mean (or Quasi-
arithmetic mean) [Aivazyan, 1989] would be called the struc-
ture of the following form (2):

𝐾(𝐴, 𝑝) = 𝑝

√︃
Σ𝑁

𝑖=1𝑎
𝑝
𝑖𝑤𝑖

Σ𝑁
𝑖=1𝑤𝑖

(2)

where 𝐴 is weighted set of real numbers, 𝑎𝑖 is element of 𝐴;
𝑤𝑖 is weight of the 𝑖-th element; 𝑁 is the number of elements
of the 𝐴; 𝑝 is real number.

The function (2) is continuous, strictly increasing and has
limits at ±∞:

lim
𝑝→−∞

𝐾(𝐴, 𝑝) = min𝐴

lim
𝑝→∞

𝐾(𝐴, 𝑝) = max𝐴

Studies show that the Kolmogorov mean with the param-
eter 𝑝 ∈ [−2; 3] models well the concept of “small distance”
in 𝐴.

Geodata Clustering Algorithms

GIS-oriented algorithm database includes both classical
(such as 𝐾-means) and new clustering algorithms designed
at the GC RAS. Among the latter, the following were in-
cluded in the algorithmic base:

1. “Monolith”,

2. “Rodin-2”,

3. DPS,

4. Modified DPS.

A brief description of each of them is given below.
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Algorithm “Monolith” is designed for recognition of
dense subsets of the elements in metric spaces.

Let 𝑋 be the finite set. 𝐴, 𝐵 . . ., and 𝑥, 𝑦 . . . are re-
spectively subsets and points in 𝑋. Let us introduce the
definition of density. The density 𝑃 of the set 𝑋 is a map-
ping which transforms 2𝑋 × 𝑋 into a segment [0, 1] that
increases in the first argument:

𝑃 (𝐴, 𝑥) = 𝑃𝐴(𝑥)

∀𝑥 ∈ 𝑋 : 𝐴 ⊆ 𝐵 → 𝑃𝐴(𝑥) ≤ 𝑃𝐵(𝑥)

Thus, 𝑃𝐴(𝑥) is density of the subset 𝐴 at point 𝑥. We
understand this value as a measure of limit of points 𝑥 to
the subset 𝐴. Points 𝑥 with sufficiently high density are
considered to be the limit of 𝐴 [Agayan et al., 2011]:

𝑃𝐴(𝑥) ≥ 𝛼

where 𝛼 ∈ [0, 1] is density level.
Dense set 𝐴(𝛼) will consist of those points 𝑥, which satisfy

the condition:

𝐴(𝛼) = {𝑥 ∈ 𝑋 : 𝑃𝐴(𝛼)(𝑥) ≥ 𝛼}

At all points of the subset complement density is smaller
than 𝛼.

To determine the density at any point we consider a punc-
tured neighborhood of 𝑥 with radius 𝑟:

𝐷′
𝐴(𝑥, 𝑟) = {𝑦 ∈ 𝐴 : 0 < 𝑑(𝑥, 𝑦) ≤ 𝑟}

We divide the punctured neighborhood into 𝑚 intersect-
ing rings:

𝐷′
𝐴(𝑥, 𝑟) =

𝑚⋃︁
𝑛=1

𝑆𝑛

where 𝑆𝑛 is defined as:

𝑆𝑛 = {𝑦 ∈ 𝐴 : 𝑟𝑛−1 < 𝑑(𝑥, 𝑦) ≤ 𝑟𝑛}

and the radii satisfy the condition:

0 = 𝑟0 < . . . < 𝑟𝑚 = 𝑟

Weights 𝜓𝑛, 𝑛 = 1, 2 . . .𝑚, 1 ≥ 𝜓1 ≥ . . . ≥ 𝜓𝑚 > 0, are
associated with each ring and defined by the formula:

𝜓𝑛 =

(︂
1− 𝑛

𝑚+ 1

)︂𝑘

, 𝑘 > 0

The density of subset 𝐴 ⊆ 𝑋 at point 𝑥 ∈ 𝑋 will be the
ratio of the sum of weights of non-empty rings to the sum of
the weights of all rings [Agayan et al., 2011]:

𝑃𝐴(𝑥) =

𝑚∑︀
𝑛=1,𝑆𝑛 ̸=∅

𝜓𝑛

𝑚∑︀
𝑛=1

𝜓𝑛

Algorithm “Rodin-2” is designed for recognition of
dense areas in finite metric spaces. Basically it uses struc-
tures of Kolmogorov mean [Aivazyan, 1989] and “fuzzy com-
parison” [Gvishiani et al., 2008].

Input data for the algorithm include:

∙ finite metric space (𝑋, 𝑑);

∙ construction of “fuzzy comparison” 𝑛(𝑎,𝐴) to measure
maximal values;

∙ construction of “Kolmogorov mean” 𝐾(𝐴, 𝑝) to mea-
sure proximity;

∙ proximity parameter 𝑝 ∈ R;
∙ threshold parameter 𝛼 ∈ [−1, 1].

Let us introduce the following notations:
1) Let 𝐷 be a set of distances 𝑑(𝑥, �̄�) from point 𝑥 such

that 𝑥 ̸= �̄�. �̄� ∈ 𝑋:

𝐷 = {𝑑(𝑥, �̄�), 𝑥 ̸= �̄�, �̄� ∈ 𝑋}

where 𝑑 is a distance between two elements of 𝑋; 𝑥 and �̄�
are elements of 𝑋.

2) Let 𝛿𝑥 be a measure of proximity for the point 𝑥 ∈ 𝑋
with respect to the space 𝑋:

𝛿𝑥 = 𝐾(𝐷, 𝑝)

where 𝐷 is a set of distances, 𝑝 is a real number.
3) Let Δ be the set of all 𝛿𝑥 for 𝑥 ∈ 𝑋:

Δ = {𝛿𝑥, 𝑥 ∈ 𝑋}

where 𝑥 is the element of the 𝑋, 𝛿𝑥 is a measure of proximity
for the point 𝑥 ∈ 𝑋 with respect to the space 𝑋.

We can distinguish the following main steps of the algo-
rithm “Rodin-2”:

1. algorithm startup: 𝑋0 = 𝑋;

2. current position, 𝑋𝑖 ⊆ 𝑋:

∙ calculation of 𝛿𝑥 for each 𝑥 ∈ 𝑋𝑖;

∙ forming 𝑌𝑖 = {𝑥 ∈ 𝑋𝑖 : 𝑛(𝛿𝑥,Δ) ≥ 𝛼};

3. next position: 𝑋𝑖+1 = 𝑋𝑖 − 𝑌 ;

4. completion: 𝑌𝑖 = ∅, else go to step 2.

DPS and modified DPS algorithms. The Discrete
Perfect Sets (DPS) algorithm represents the process of the
construction of 𝛼-shell 𝐴(𝛼) = 𝐴𝑝(𝛼|𝑋) for manifold A
within universe 𝑋 using density 𝑃 [Agayan et al., 2014].
DPS algorithm was created at GC RAS as a new approach
to discrete data analysis and a part of DMA. The main idea
of DPS algorithm involves recognition of dense areas with
a certain density level 𝛼, which belongs to interval [0, 1],
within a finite manifold 𝑋. There are two user-adjustable
parameters: 𝜔 (𝜔 < 0) for closeness radius determination
and 𝛽 ∈ [0, 1], which is required for density level determina-
tion.

As a result, the algorithm forms a set of points𝑋(𝛼(𝛽, 𝜔)),
which are 𝛼-dense. The obtained sets of points will be called
clusters. At every iteration of the algorithm except the first
one, at which the initial set of points is analyzed, clustering
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is performed only for complement 𝑋 ∖𝑋(𝛼(𝛽, 𝜔)). Applica-
tion of DPS algorithm for recognition of dense areas provides
a union of clusters, obtained at every iteration [Agayan et
al., 2014].

Determination of dense areas requires the knowledge of
closeness radius. Suppose that nontrivial distances 𝑑 be-
tween every two points within space 𝑋 are given. Let us
denote the set of such points as 𝑅. Using a generalized
form or Kolmogorov mean and knowing distances between
separate elements of the set, one can obtain a generalized
distance.

𝑅(𝑋) = {𝑑(𝑥, 𝑦) : 𝑥, 𝑦 ∈ 𝑋, 𝑑(𝑥, 𝑦) ̸= 0}

Closeness radius is determined using a particular form of
the generalized mean, namely power mean (3):

𝑟 =

⎛⎜⎝
∑︀

𝑑∈𝑅(𝑋)

𝑑𝜔

|𝑅(𝑋)|

⎞⎟⎠
1/𝜔

(3)

where 𝑟 is unknown closeness radius, 𝑑 is a distance between
two points from the 𝑋, 𝜔 is a negative number; |𝑅(𝑋)| is
power of the set 𝑅.

For every point 𝑥 from the set 𝑋 let us consider a sphere
with center in 𝑥 and radius 𝑟:

𝐷(𝑥, 𝑟) = {𝑦 ∈ 𝑋 : 𝑑(𝑥, 𝑦) ≤ 𝑟}

For each point 𝑥 ∈ 𝑋 let us determine the sum, which
takes into account points from 𝐷(𝑥, 𝑟):

𝑁𝑋(𝑥, 𝑟) =
∑︁

𝑦∈𝐷(𝑥,𝑟)

(︂
1− 𝑑(𝑥, 𝑦)

𝑟

)︂𝜌

where 𝜌 ≥ 0.
The maximum of such sums for all points 𝑥 ∈ 𝑋 is defined

as:

𝐶(𝑋, 𝑟) = max
𝑥∈𝑋

𝑁𝑋(𝑥, 𝑟)

In the same way, for each 𝑥 ∈ 𝑋 let us determine the
sum of the form (4), which takes into account points from
intersection of a sphere 𝐷(𝑥, 𝑟) with subset 𝐴.

𝑁𝐴(𝑥, 𝑟) =
∑︁

𝑦∈𝐷𝐴(𝑥,𝑟)

(︂
1− 𝑑(𝑥, 𝑦)

𝑟

)︂𝜌

(4)

In (4) 𝐷𝐴(𝑥, 𝑟) is defined as: The maximum of such sums
for all points 𝑥 ∈ 𝑋 is defined as:

𝐷𝐴(𝑥, 𝑟) = 𝐷(𝑥, 𝑟)
⋂︁
𝐴

Density of subset 𝐴 ⊆ 𝑋 in a point is determined by:

𝑃𝐴(𝑥) =
𝑁𝐴(𝑥, 𝑟)

𝐶(𝑋, 𝑟)

For dense areas separation we have to determine the level
of density 𝛼, which affects the algorithm result. To do this
the fuzzy comparison technique is applied. The parameter

𝛼, which is to be determined, is considered as a solution
of the corresponding equation. The obtained densities for
every point 𝑃𝐴(𝑥) will be considered as a set of numbers,
denoted as 𝑃𝐴(𝑋). The result of fuzzy comparison will be
the parameter 𝛽 with a user-assigned value (5):

𝑛(𝑃𝐴(𝑋), 𝛼) =

∑︀
𝑥∈𝑋

𝑛(𝑃𝐴(𝑋), 𝛼)

|𝑋| = 𝛽 (5)

In the present research we used the following construction
as a fuzzy comparison:

𝑛(𝑃𝐴(𝑥), 𝛼) =
𝛼− 𝑃𝐴(𝑥)

max(𝑃𝐴(𝑥), 𝛼)

The solution of equation (5) was found by means of bisection
method.

Determination of dense areas in the Modified DPS algo-
rithm is performed in the same way as in the conventional
DPS (density is calculated in every point and only points
with density above or equal to level 𝛼 are taken into ac-
count). However, the way of density 𝑃 determination is
different.

Again, we consider elements 𝑥 ∈ 𝑋 and calculate dis-
tances 𝑑 between each two elements of the set 𝑋. For every
element we obtain a set of distances 𝑅′ of dimension 𝑁 ,
where 𝑁 is the total number of elements in the set 𝑋. Using
the elements of the set 𝑅′ we calculate Kolmogorov mean
for each point of the set 𝑋. Thereby, a number 𝑑(𝑥) is as-
signed to every element from the 𝑋, which is a power mean
of distances from the considered element to the others:

𝑑(𝑥) =

⎛⎜⎝
∑︀
𝑦∈𝑋

𝑑(𝑥, 𝑦)𝜔

|𝑅′|

⎞⎟⎠
1/𝜔

For every element 𝑥 ∈ 𝑋 let us consider a sphere with
center in 𝑥 and fixed radius 𝑟 calculated according to (3).
Let us determine the sum, which takes into account points
from intersection of a sphere 𝐷(𝑥, 𝑟) with subset 𝐴:

𝑆𝐴(𝑥, 𝑟) =
∑︁

𝑦∈𝐷𝐴(𝑥,𝑟)

(𝑑(𝑦))𝜏

where 𝜏 ≥ 0.
Consequently, the density of subset 𝐴 ⊆ 𝑋 in 𝑥 ∈ 𝑋 is

defined in the following way:

𝑃𝐴(𝑥) =
𝑆𝐴(𝑥, 𝑟)

max
𝑥∈𝑋

(𝑆𝐴(𝑥, 𝑟))

Operational Scheme of the Software
Package

User-system interaction is performed by means of a Web
client, which includes a list of selected algorithms, a map,
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Figure 2. Scheme of interaction between the software com-
ponents.

and layer management tools. The Web client interacts with
the Web server by means of JavaScript and REST API. It is
also used for up-to-date data selection and retrieval from the
server. As an example, let us consider a vast geodatabase
on Earth sciences, which is available via the geoportal of the
Geophysical Center of RAS (http://gis.gcras.ru).

The Web server contains data on both geoprocessing and
cartographic services. Incoming Web server requests for
maps, algorithms, coordinates, geoprocessing tasks, etc. are
transferred to the GIS server. It performs map drawing, co-
ordinate retrieval, initialization of geoprocessing tools and
results generating. Interactions with GIS server are per-
formed via HTTP protocol; data processing is performed
using server object container (SOC) and server object man-
ager (SOM) of the GIS server. The general work layout of
the interactions between the Web client, Web server and the
GIS server is given in Figure 2.

Geoprocessing Services

Geoprocessing services is a powerful method for exposing
online analytic capabilities, including the problem of spa-
tial data processing (geoprocessing tasks). Geoprocessing
tasks provide unique opportunities for geodata manipula-
tions: from data sets processing (creating subsets, convert-
ing data sets into required formats) to performing analysis
for solving numerous organizational and planning problems
within various areas of human activity. The client requests
to execute a task and provides the input parameters. The
server executes the task and returns the output values to the
client. Each geoprocessing task has its own parameters and
supports either the Execute Task or Submit Job operation
based on the execution type of the parent geoprocessing ser-
vice. The access URL for a geoprocessing task is used to
access its page. The geoprocessing task parameters are its
inputs and outputs, and depend on the actual task based on

its geoprocessing functionality. Each parameter has a set of
properties that provide information such as name, data and
parameter type.

Server and Client Interactions

The client can access the system via the user application.
The client application contains a list of data and a set of
algorithms and applications stored on the GC RAS server.
The user can choose a particular data layer and apply the
selected processing algorithm indicating the values of the free
parameters of the chosen algorithm. After an appropriate
selection the client sends a request in JSON format, which
transmits information on the user’s request to the server via
REST API. It sets a geoprocessing task, which has a unique
identifier, assigned to it.

The client can periodically send requests through the
URL and determine the status of the job. The server re-
sponse for job status request includes the unique identifier
(jobId) and task status (jobStatus) messages from geopro-
cessing service depending on the message level settings. If
the job is completed successfully (jobStatus = esriJobSuc-
ceeded), the server creates new resources for the input and
output parameters which can be accessed using a URL. The
server response of the status request includes information on
the URL for inputs and results. At the end of successful task
completion, the client must send a request to receive each
output parameter.

Figure 3 shows the generalized diagram of the client and
server interaction, as described above.

The result URL is http://<url-task>/results/<parameter-
name>, the inputs URL is http://<url-task>/inputs/<para
meter-name>. The response from these resources will be the
parameter value in any JSON/KML/AMF/HTML output
format depending on the client’s choice.

If the geoprocessing service has been published with the
option “View results with a map service”, the geoprocess-
ing server creates an accompanying map service for output
parameters after successful completion of the task.

It can be added to Web applications similar to adding

Figure 3. Scheme of client and server interaction.
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dynamic map services. However, if certain output data has
to be excluded, the visibility of the corresponding layers can
be turned off. Layer objects in the resulting map service
may be added independently as object layers of client-side
of the Web application.

Client-side object layer will dynamically draw and display
objects in the client. In the case of large volumes of data
output, one can specify the object layer parameter, which
enables dynamic loading of objects only for the current ex-
tent of the map in the Web application [ArcGIS Resources:
[website], URL: http://resources.arcgis.com/en/help/].

Means of Implementation

As a server platform for the implementation of designed
software package ESRI ArcGIS for Server was used. This
product is a software package designed for geographic infor-
mation exchange within the organization and on the Internet
by means of Web services for receiving and processing infor-
mation. Services can be used in any application or device
that can address the Web service using the HTTP protocol
[ArcGIS Resources: [website], URL: http://resources.arcgis.
com/en/help/]. ArcGIS for Server contains the Administra-
tion Manager application and API, which can be used to
configure the server settings and safety rules, logging, etc.

For developing and debugging necessary software compo-
nents, ArcGIS for Server 10.2.2 package was installed and
configured on a local computer running Windows 7. This
program simulates the full capabilities of the server within a
single local computer. It provides client interaction, replies
to its requests and sends calculation results. In addition, it is
used for publishing and testing all the algorithms, which are
planned to be included in the algorithmic base on the server,
using the embedded instruments. The server supports tools
written in Python according to a special form after approval
by the system administrator.

Python 2.7 with ArcPy library was used for geoprocessing
services developing. ArcPy is a versatile package for efficient
geodata analysis, conversion, management and mapping au-
tomation. An additional advantage of using ArcPy is that
Python is a general-purpose programming language. It is
interpreted and typed dynamically; besides, it is suitable for
interactive work and rapid prototyping of small programs
such as scripts. At the same time, it has enough functional-
ity to create significant applications.

The client application was developed in JavaScript us-
ing HTML markup language and CSS language for appear-
ance description. All the basic functions of a custom ap-
plication were written using Dojo Toolkit and ArcGIS API
for JavaScript 3.13 library. This powerful library makes it
easy to work with maps in Web applications, as well as ex-
change data using REST API with servers based on Ar-
cGIS for Server and ArcGIS Online services [ArcGIS for
Developers: [website], URL: https://developers.arcgis.com/
javascript/jshelp/].

Dojo Toolkit is a framework for JavaScript. Its main fea-
tures are the modularity and inheritance based on the use
dojo/declare, which is not available in ordinary JavaScript.

Features of Client Application Structure

The mapping application is developed using modern AMD
(Asynchronous Module Definition) approach. AMD speci-
fies a mechanism for defining modules and their dependen-
cies to be loaded asynchronously. This approach is partic-
ularly well suited for browser environment where the mod-
ules are loaded simultaneously with the site content. Asyn-
chronous module loading improves the speed of Web page
loading in general. Additionally, AMD can be used for
code partitioning into different files in the course of devel-
opment of JavaScript applications [GitHub: [website], URL:
https://github.com/amdjs/amdjs-api/wiki/AMD].

Application Initialization

At the initialization stage, requests are transmitted to
the predetermined server in order to get information about
the published services. The server response returns in JSON
format, which is converted into the object using Dojo means.
Information on the published services is extracted from the
object and again requests are sent to the server for a list
of each service layers. Since the requests are asynchronous,
the waiting time is minimal. Class dojo/promise/all is used
to associate requests and responses of asynchronous type.
Newly retrieved responses form an array of objects, which
includes complete information on each layer.

The resulting array of objects which forms the basis of the
hierarchy creation contains the following information about
each service: name, URL address, array of layers of the ser-
vice and tree levels.

Layer Management Tool

Custom development Dijit CheckBox Tree version 0.9.4
for Dojo was used for implementation of layer management
tool [Bit and or shift: [website], URL: http://www.thejekels.
com/blog/featured/the-new-dijit-checkbox-tree/; Cbtree:
[website], URL: http://thejekels.com/download/cbtree/]. A
hierarchy is created basing on the previously obtained data
array; event handler is connected, tree menu is generated
and placed in a separate tab.

This particular feature of the developed tool provides dy-
namic update of the data list, which is available on the
server, each time the application starts. Thus, every time
it takes into account all added, modified or deleted data.

The results of layer management tool execution for geo-
database on Earth sciences (Figure 4), which are stored on
the GIS server of GC RAS is sent to the screen and include
the following:

∙ ....

∙ Geophysics

– Geophysical observatories and stations of Solar-
Terrestrial physics

– Volcanoes of Russia
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– Geoid anomalies (EIGEN-6c2)

– Gravity field: free-air anomalies (EGM2008)

– Gravity field: free-air anomalies (EIGEN-6c2)

– Gravity field: Bouguer anomalies (EGM2008)

– Gravity field: Bouguer anomalies (EIGEN-6c2)

– Gravity field: anomalous field created by sedi-
mentary cover etc.

Implementation of Geoprocessing Services

Each geoprocessing service is implemented using Python
language with ArcPy library. The program implies the fol-
lowing approach. First, the parameters are read using the
function GetParameter. Next, the function GetLayer con-
nects to the appropriate mapping service through httplib
and urllib libraries using REST API. By means of JSON li-
brary it stores the response in the form of a JSON format
file in a task folder and then converts it into a data layer.

The next step is the execution of the algorithm code se-
lected by user from the algorithmic base.

Figure 4. Dynamically generated list of geodata on Earth sciences (screenshot).

At the end of the service implementation, the resulting
resources are created on the server. Parameters of the layers
generated as a result of the algorithm operation are assigned
to output service values using the function SetParameter.

All temporary files are stored in a task folder on the server
and removed with adjustable periodicity.

User Application Interface

The application interface is implemented using Dojo
framework solutions. Application homepage is shown in Fig-
ure 5.

The application includes a map, a menu with the tabs on
the left and a legend for added layers on the right. “Base
map” tab contains a set of different base layers that can be
changed at any time (Figure 6).

“Algorithms” tab contains a list of currently available al-
gorithms (Figure 7). Published geoprocessing services are
added to the application by the server administrator. Dy-
namic loading of services in the application is planned for
the future.
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Figure 5. Homepage of user application (screenshot).

The “Geodata Layers” tab contains layer management
tools, described above.

The “Geoprocessing Results” tab displays the results of
the algorithm application. It was built in the same manner
as the layer management tool basing on Dijit CheckBox Tree.
The legend is located on the right. It includes information on
the layer and slider which controls the layer’s transparency
(Figure 8).

Figure 6. Changing the base map (screenshot).

Main Features of the Application

The developed visualization application has the following
features:

∙ connecting to the GC RAS server, loading the actual
data on geosciences at application startup;

∙ viewing and mapping of data layers;

∙ sending geoprocessing tasks to the server, getting back
the results and their inclusion to the map;

∙ changing the base map at any stage;

∙ running several tasks simultaneously;

∙ sequential execution of several algorithms with the
same data.

Figure 7. Available algorithms (screenshot).
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Figure 8. Layer legend display (screenshot).

Examples of Software Application in
Practice

Algorithm Operation

By selecting an algorithm from the list and entering the
required parameters, user creates a geoprocessing task. Fig-
ure 9 shows an example of the parameter input to the

Figure 9. Entering input parameters for the algorithm “Rodin-2”: geodata layer containing volcanoes
in Russia, parameters 𝛼 = 0.5, 𝑃 = −2 (screenshot).

“Rodin-2” algorithm. The layer containing volcanoes in
Russia was set as the input data.

User input is processed using regular expressions [Regular-
Expressions.info: [website], URL: http://www.regular-exp
ressions.info/], which makes the introduction of incorrect
data impossible. By pressing the “Submit Job” button the
task is sent to the server asynchronously, and upon success-
ful completion the clustering result is automatically added
to the map. The user is notified in case of an error.
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Figure 10. Epicenters of the earthquakes on the territory of the Caucasus region (screenshot).

Clustering algorithms that are implemented in the appli-
cation have been tested in the remote operation mode and
have been applied to the data received from the GC RAS
server via the Internet. The layer titled “Earthquake Epi-
centers in the Caucasus”, shown in Figure 10, was used as
the first set of real data for algorithms testing. The total

Figure 11. Results of the DPS algorithm application to the earthquake epicenters in the Caucasus with
parameters 𝑞 = −3 and 𝛽 = 0 (screenshot).

number of elements in the selected layer was 6641. The ob-
jective was to define potentially earthquake-prone areas by
recognition of dense regions.

Figure 11 shows the result of the DPS algorithm applied
to the selected layer with the following parameters: 𝑞 = −3
and 𝛽 = 0.
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Figure 12. The epicenters of earthquakes in California (screenshot).

Figure 12 shows a second set of actual geodata, represent-
ing earthquake epicenters in California. The total number of
the selected layer elements was 4098. Figure 13 shows the re-
sult of “Rodin-2” algorithm application to selected geodata
set with the following parameters: 𝛼 = 0.57 and 𝑃 = −2.1.

It is worth to mention that the described clustering al-
gorithms, which have been added to the database so far,
can only be applied to point data. Validation of input data
type is automatically carried out at the beginning of each
algorithm execution.

Figure 13. Results of the “Rodin-2” application to earthquake epicenters in California with parameters
𝛼 = 0.57 and 𝑃 = −2.1 (screenshot).

Calculation Efficiency

One of the important criteria for the application evalua-
tion is its computational speed. Herein, it essentially means
the speed of execution of a particular algorithm.

Time of operation of each algorithm depends directly on
the number of elements in the layer: the growing number
of data in a layer increases the algorithm runtime. Table 1
shows the results of the computation time for the four clus-
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Table 1. Runtime for Clustering Algorithms Depending on
the Number of Layer Elements

Algorithm Number of points
1000 2500 5000

DPS 9 s 1 min 16 s 5 min 20 s
DPS (modified) 11 s 1 min 42 s 5 min 23 s
Rodin-2 11 s 1 min 29 s 5 min 35 s
Monolith 1 min 2 s 2 min 27 s 7 min 5 s

tering algorithms, which are included into the application,
depending on the number of elements of a selected data layer.
In this example, a computer, acting as a server, perform-
ing calculations had the following configuration: Intel(R)
Core(TM) i5-2430 CPU 2.4 GHz, RAM 4 Gb, NVIDIA
GeForce GT 540 M.

Conclusions

The developed software system is in some aspects unique
and has no comparable counterparts. It provides a sophis-
ticated study for the set of thematic layers on various cat-
egories, e.g. Earth sciences, with the use of data mining
techniques. It provides data publication on the Internet and
access for interested parties, in particular the scientific com-
munity. Published data become available worldwide without
installing any additional software. It requires a Web browser
and Internet access only.

The system is being constantly developed including ex-
tension of the geodatabase with new layers and filling the
algorithmic base with new geoprocessing services represent-
ing data mining algorithms. It should be noted that the
designed software system is a versatile tool. Besides geo-
physical research, it is also applicable in other thematic ar-
eas. For this purpose just another server should be set as a
data source and the required geodata processing algorithms
should be added in the application.

It is planned to expand the set of geoprocessing methods
by adding algorithms for analyzing areal and linear objects,
implement the feature of adding and processing custom user
data from a client computer and introduce user authoriza-
tion.

This GIS-oriented environment will enable focusing on
the mathematical implementation of algorithms and results
of their application.
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