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 Abstract

The goal of the study is to identify the possible locations of strong M6+ earthquakes in the Altai-Sayan-Baikal region. The first stage of the study is compiling the morphostructural map of the region by means of the morphostructural zoning method (MSZ). The map presents the hierarchical block structure of the region, the network of morphostructural lineaments bounding the blocks, and loci of the nodes forming around lineament intersections. Epicenters of M6+ earthquakes reported by earthquake catalogues nucleate at nodes. We apply the pattern recognition approach to identify among all nodes seismogenic nodes D capable of generating M6+ earthquakes. This is done based on the description of the nodes by a set of geological and geophysical characteristics measured uniformly for all nodes. The result of the pattern recognition is twofold: (i) the rule of recognition that allows to recognize D nodes among the whole set of nodes; (ii) the actual division of nodes according to this rule into separate two classes: seismogenic D nodes and N nodes where the target events are unlikely. In the region under consideration, the whole set of 97 nodes has been divided into 33 D nodes and 64 N nodes. The target earthquakes have not yet been recorded at 17 D nodes indentified in this work. These susceptible nodes are located on the high rank lineaments separating major morphostructures of the region. High seismic potential of some of such nodes is confirmed by paleoseismic features defined in the region by other researchers. 

 Introduction

For an adequate assessment of seismic hazard, it is necessary to know the areas where strong earthquakes are possible. Information on the strong earthquakes recorded in the region under consideration is insufficient to identify such areas, since instrumental seismological observations were begun only a little earlier than 100 years ago, and it is reasonable to assume that not all potentially hazardous areas had strong earthquakes during this interval. Therefore, the problem arises of determining in the region the entire set of areas where strong earthquakes are possible. One of the approaches to solving this problem was formulated in the early 1970s by Gelfand et al., [1972] and was further developed in a series of studies [Gvishiani et al., 2020].

The initial idea of this approach is that the epicenters of sufficiently strong earthquakes (with magnitudes  M≥M0, where  M0 is a certain threshold) are confined to the intersections of morphostructural lineaments, called morphostructural nodes {} [Gelfand at al., 1972]. The morphostructural lineaments are delineating in the region with the morphostructural zoning (MSZ) method. The morphostructural map showing the results of the MSZ analysis presents the hierarchical block structure of the region, the network of morphostructural lineaments bounding blocks, and loci of the nodes. The MSZ approach was developed by Rantsman, [1979] and its description can be found in Alekseevskaya et al., 1977, Gorshkov et al., [2003a], Rantsman, [1979], and Gorshkov, [2010]. Gvishiani and Soloviev, [1981] proposed a statistical method that analyzes the mutual spatial distribution of epicenters and intersections of morphostructural lineaments to test the confinement of epicenters to intersections. Application of this method to the region studied in this work confirms the confinement. Thus, the problem of determining areas where strong earthquakes are possible can be solved by identifying among all nodes resulted from MSZ seismogenic D nodes at which the target earthquakes are likely to occur.

The pattern recognition approach is used to determine seismogenic nodes. All nodes are considered as recognition objects, and each of them is described by a vector of geological and geophysical characteristics measured for the corresponding nodes. The nodes hosting the epicenters of observed strong earthquakes form a training set for the pattern recognition algorithm. As a result of the algorithm application, the conditions for the values of the characteristics (recognition rule) are formulated, which allow us to classify the vectors corresponding to nodes and classification is obtained in accordance with this rule of all nodes into two classes: seismogenic nodes D where the target events may occur and nodes N, at which only the earthquakes of  M<M0 are possible.

The approach described above was successfully applied to determine the strong earthquake-prone areas in many seismically active regions [e.g., Bhatia et al., 1992; Caputo etal., 1980; Chunga et al., 2010; Cisternas et al., 1985; Gelfand et al., 1972, 1976; Gorshkov et al., 2000, 2002, 2003b, 2004, 2009a, 2009b, 2010, 2012, 2017, 2019, 2020; Gorshkov and Gaudemer, 2019; Gvishiani and Soloviev, 1984; Gvishiani et al., 1987, 1988; Kossobokov, 1983; Novikova and Gorshkov, 2013, 2016, 2018; Soloviev et al., 2013, 2016]. The locations of the earthquake epicenters that occurred in these regions after obtaining the corresponding results provide arguments in favor of the fact that these results are reliable: about 87% of these epicenters fall in the recognized earthquake-prone areas [Gorshkov and Novikova, 2018; Soloviev et al., 2014].

The Altai-Sayan-Baikal region is considered in this work. It is a region of moderate seismicity, and "strong" earthquakes we determined by the magnitude threshold  M0 = 6.0. Recognition objects, morphostructural nodes, were defined exploiting the MSZ method [Alekseevskaya et al. 1977; Gorshkov et al., 2003a; Gorshkov, 2010; Rantsman [1979]. Recognition objects are described by a set geological and geophysical characteristics that were previously used in similar studies [e.g., Soloviev et al., 2016]. We use the CORA-3 pattern recognition algorithm [Gelfand et al., 1976], which was previously successfully applied to solve the same problem for many other seismic regions. As Peresan et al. [2011, 2015] demonstrated, the results of strong earthquake-prone areas identification are very helpful in assessing seismic hazard.

 Morphostructural Zoning of the Altai-Sayan-Baikal Region

The considered part of the of South Siberia mountains encompasses the mountain systems of the Altai, Western and Eastern Sayan, and the Baikal rift depression. The formation of the Cenozoic structure of this region developed under the influence of the Indo-Eurasian collision, accompanied by the transfer of deformations over long distances through the rigid structures of the Precambrian microcontinent located among the Paleozoic-Mesozoic folded zones [Dobretsov et al., 1995, 2016; Buslov et al., 2008, 2013]. The tectonic structures of Altai and Sayan were formed as a result of the Hercynian and Caledonian folding, and the formation of the recent relief took place in the Late Cenozoic in the Oligocene-Quaternary time during 5–3 million years [Buslov et al., 2008; Dergunov, 1989]. In the tectonic structure of the region, an important role is played by the Paleozoic and Mesozoic faults, renewed in the Cenozoic time [Dergunov, 1989; Dobretsov et al., 1995, 2016]. These faults determine the block structure of the basement, which is clearly expressed in the morphostructure of the study region [Novikov, 2004]. The study of active faults has shown their kinematic diversity and wide distribution in the region [Imaev et al., 2006; Lukina, 1996; Sherman et al., 2015; Trifonov et al., 2002]. The current regional geodynamics and seismicity is determined by regional compression created by the ongoing interaction of the Eurasian and Indian plates [Molnar and Tapponnier, 1975].

MSZ was exploited in this work for identifying objects of recognition. The method was developed by Rantsman, [1979] and in every detail is presented in [Gorshkov et al., 2003a; Gvishiani et al., 1988; Rantsman, 1979]. Here, we introduce the basic definitions of MSZ, the goal of which is delineating the hierarchical lineament-and-block structure of the region. Three hierarchical levels of morphologically homogeneous blocks and lineaments bounding blocks are distinguished in MSZ. Morphostructural nodes are formed around of intersections of lineaments. The blocks are characterized by similar values of the quantitative relief indicators (level of heights, orientation of linear relief forms). Block boundaries are associated with sites where the value of at least one indicator changes sharply and significantly. Blocks and their boundaries are assigned the third, lowest rank in the hierarchy. Blocks are integrated into megablocks if the quantitative relief indicators from one block to another change sequentially. Megablock boundaries are established at sites where the sequence breaks down. Megablocks and their boundaries are assigned the second rank. In MSZ, the first rank unit is a mountain country – a territory of a single relief appearance (e.g. mountains or plain) and one type of orogeny.

Two types of morphostructural lineaments are distinguished: longitudinal and transverse. The longitudinal lineaments are nearly parallel to the axes and foothills of the ridges, the strike of the longitudinal valleys and intermontane basins; they usually include prominent fault zones. Transverse lineaments cross large relief elements obliquely or at right angles. They are traced at sites where the values of quantitative relief indicators sharply and significantly change. Zones of transverse lineaments include sections of rectilinear river valleys, faults elongated in a single direction, and tectonic scarps.

Topographic and geological maps at scales 1:500,000–1:1,000,000, as well as satellite images and literature data, formed the set of the initial data for compiling the MSZ map.
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  According to the MSZ principles [Alekseevskaya et al., 1977; Gorshkov et al., 2003], five territorial units of the highest (first rank) were identified in the studied region (Figure 1). These are Gorny Altai, Western Sayan, Eastern Sayan, Tuva Mountains, and the depression of Lake Baikal.

  Gorny Altai.
Within the study region, we consider Gorny Altai – the northern (Russian) part of Altai. The mountain country is represented by a system of ridges converging in the south and fan-shaped in the north. In the south, the number of ridges is 4–5, while in the north it increases to 8 or more. In the north, the ridges rise above the plains adjacent to Altai by about 1000 m, and in the south up to 2000–2500 m. The ridges are separated by wide rectilinear valleys and a large number of elongated depressions, which distinguishes Altai from the neighboring mountain country of the Western Sayan.

Lineaments of the first rank separate the Altai mountain country from the adjacent large-scale structures: Kuznetsk Alatau in the north, Rudny Altai in the west, Western Sayan in the east. In the south, a near-latitudinal lineament 11–17 of the second rank separates the northern Altai from the more elevated ridges of the Mongolian Altai. Lineament zone 11–17 is traced along the system of latitudinal sections of river valleys and corresponds to a large tectonic fault. Lineament 1–11, traced along the valley of the Charysh River, separates Gorny and Rudny Altai. The lineament is consistent with the Charysh fault. The transverse lineament 17–22 separates Altai from the Western Sayan and runs from the basin of Lake Teletskoye in south-east direction along the valley of the river Kobda and small depressions lying in the southeastern strike, up to the basin of the Lake Achit-Nur. The lineament zone includes the Teletsky and Kuraisky faults.

The mountain country of Altai is divided into four megablocks from A-I to A-IV in Figure 1. They differ in the level of heights and dominate strike. The mountain ranges in megablocks A-I and A-II are significantly lower than the ridges that make up megablocks A-III and A-IV. The boundaries of megablocks are lineaments of the second rank. Lineament 2–14–18 separates the high ridges of the southern Altai from the lower ridges of the northern Altai. Lineament of the second rank 5–13 is traced along the Katun River valley and separates megablocks with different dominant strike of ridges. Longitudinal lineaments of the third rank are oriented in the NW direction and separate ridges of different height. The transverse lineaments have a near E-W orientation and control local changes in the height and strike of the Altai ridges.

  Western Sayan.
The Western Sayan Mountains are represented by a mountain range stretching in the near W-E direction for 550 km with a width of about 150 km. The dividing ridge of the Western Sayan Mountains in the western part has a height of 2800–3000 m. To the east of the valley of the river Yenisei the relief acquires a mid-mountain character, dropping to almost 2000 m. In the north, the Western Sayan joins rather steeply the Minusinsk Basin, in the south it relatively smoothly passes into the Usinskaya and Turano-Uyukskaya depressions developed on the southern slope of the Western Sayan. In the north, the lineament 22–59 of the first rank separates the Western Sayan from the Kuznetsk Alatau ranges and Kuznetsk depression developed within the Siberian plate, and corresponds to the North Sayan fault. In the south, an extended first rank lineament 20–75 separates the Western Sayan from the Tuva Mountains and from the Fore-Baikal ridges; it consistent with the Okinsko-Zhomboloksky and Tunkinsky faults. First rank lineaments 52–59 and 52–75 separate the Western and Eastern Sayan. The transverse lineament 25–28 of the second rank divides the Western Sayan into two megablocks WS-I and WS-II. The height of the ridges in the megablock WS-I is 2800–3000 m, while in the WS-II megablock it sharply decreases to 2000 m. Unlike megablock WS-I, large intramontane basins are widely developed in the megablock WS-II.

  Eastern Sayan.
In contrast to the near E-W strike of the Western Sayan, the watershed ridge of the Eastern Sayan is oriented in the north-western direction. In the northeast and east of the Eastern Sayan, the first rank lineaments 53–62 and 55–78 separate the mountain structure from the plains of the Siberian platform. Lineament 55–78 corresponds to the East Sayan deep-seated fault. The transverse lineament 52–64 divides the mountain country into two megablocks ES-I and ES-II (Figure 1) differing in height and strike of the axial ridges

  Tuva Mountains.
This mountain country includes the Tannuol Ranges system and the Forebaikal ranges in its eastern part. From the south, this area is limited by a longitudinal lineament of the second rank 20–83 corresponding to the Khangai fault zone. In the east, the boundary of the mountain country is a transverse lineament of the first rank 83–89, which runs just east of the valley of the Selenga River and separates the different systems of the Forebaikal and Transbaikal ridges. Three megablocks have been delineated within the Tuva Mountains. Megablock T-I includes the basin of Lake Uus Nuur. The lineaments bounding the basin are consistent with active faults defined in the region [Sherman et al., 2015]. Megablok T-II includes the Western and Eastern Tannuol Ranges. Megablock T-III is represented by mountain ranges separated by large depressions. The eastern boundary of the megablock is a second rank transverse lineament 71–74, traced along Lake Hovsgol and corresponding to a large active fault [Sherman et al., 2015].

  Baikal.
This is the first rank unit presented by the deep-water basin of the Lake Baikal. The depression is bounded by the first rank lineaments 87–95 in the west and 79–94 in the east. The Baikal depression is divided into two megablocks. The deeper-water part includes megablock B-I. In megablock B-II, the depth of the depression decreases and its strike changes from northeastern to near N-S. The megablock boundary, transverse lineament 93–94, follows along Olkhon Island, the strike of which is controlled by an active fault [Lunina et al., 2012].

The third rank lineaments form the boundaries of the blocks. They control changes in elevation and strike of ridges within megablocks. Lineaments are traced along rectilinear lengths of river valleys and usually correspond to fault zones.

Each intersection of morphostructural lineaments shown in Figure 1 we treat as a node. As it was demonstrated in some previously studied regions [Gorshkov et al., 2009b; Gvishiani et al., 1988; Rantsman, 1979], node is an area of some extent, the natural boundaries of which can be mapped during the time consuming field works. When field works were not performed, we threat as a node the circle of a certain radius centered at the point of lineament intersection. The radius depends on the target magnitude. In this work, we consider circles of 25 km in radius. This is consistent with the size of earthquake source of M6 earthquakes [Wells and Coppersmith, 1994].

Figure 1 shows that earthquakes reported by earthquake catalogues [Kondorskaya and Shebalin, 1977; Kondorskaya et al., 1982, 1993; the catalog of the U.S. National Earthquake Information Center (NEIC)] correlate with nodes.

 Objects of Recognition and Characteristics Describing Them

Objects of recognition are associated with the morphostructural nodes. The number of nodes is 97. Each of them is described by a vector with components that are values of characteristics measured uniformly for all nodes under consideration. Our problem is to separate the vectors (and the respective nodes) into classes D and N.

The following characteristics measured in circles of 25 km radius with centers in relevant intersections are used in this study.

Topographic characteristics: the maximal ( Hmax) and minimal ( Hmin) altitudes in the circle,  ΔH =  Hmax –  Hmin,  l – distance between points where  Hmax and  Hmin are measured, and g H=ΔH/l.

Geological characteristic (Q): the portion (in %) of the circle area covered by soft (quaternary) sediments.

Morphological characteristic (Mor) that reflects the main landform combination in the circle and takes on the following four values: 1 – mountains/plains; 2 – mountains/piedmont; 3 – mountains/mountains; 4 – piedmont/plains.

Characteristics reflecting the geometry of the lineament-block structure: the number ( Nl) and the highest rank ( Rh) of the lineaments forming the node; distances from the nodes to the nearest other node ( Dint), to the nearest first rank ( D1) and second rank ( D2) lineament, and the number of lineaments in the circle ( Nlc).

Gravitational characteristics: the maximal ( Bmax) and minimal ( Bmin) Bouguer anomalies in the circle, and  ΔB =  Bmax –  Bmin.

Geomagnetic characteristics: the maximal ( Amax) and minimal ( Amax) magnetic anomalies in the circle, and  ΔA =  Amax –  Amin. The source of the data on the magnetic field anomalies is the digital map that was recently prepared under the World Digital Magnetic Anomaly Map (WDMAM) international scientific project [Dyment et al., 2015]. The WDMAM map is represented in the form of the grid data with the resolution of 3 arc min over the entire surface of the Earth, which determine the intensity of the magnetic anomalies at a height of 5 km above the new World Geodetic System (WGS84) ellipsoid for the continental part and at sea level for the oceanic regions. The values of the anomalies are the total intensities of the field minus the main magnetic field model CM4 for 1990 [Sabaka et al., 2004].

After measurement of these 19 characteristics for all nodes the respective vectors with 19 components are treated as objects of recognition.

 Selection of Training Sets

Application of the CORA-3 algorithm requires a training set of objects (vectors), for which we assume a priori the class (D or N) they belong to. This training set consisting of two subsets D 0 and N 0 is formed on the basis of the data on seismicity observed in the region. In the case of the Altai-Sayan-Baikal region the training objects of class D (the subset D 0) are all nodes that host epicenters of reported shallow earthquakes with  M≥ 6.0 within a 50 km radius. The training objects of class N (the subset N 0) are all nodes that do not contain epicenters of reported shallow earthquakes with  M≥ 5.0 within a 50 km radius.

  	[image: Table 1]
	Table 1

  The catalog of earthquakes with  M≥ 5.0 used for forming the training sets is given in Table 1. It was compiled on the basis of the regional earthquake catalogs [Kondorskaya and Shebalin, 1977; Kondorskaya et al., 1982, 1993] and the data provided by the U.S. National Earthquake Information Center (NEIC) for the period of 1900–2013.

As a result the subset D 0 consisted of 16 objects (15, 17, 31, 44–46, 48, 49, 70, 74–76, 78, 79, 83, 91) and the subset N 0 consisted of 51 objects (1–12, 21–24, 27–30, 35–37, 40–42, 51–56, 58–64, 69, 71–73, 80–82, 84–86, 93, 95). The rest of 30 objects (the set X) are not included in the training set and classified only. It is necessary to emphasize that N 0 is not "pure" training set in the sense that some of its members may belong to class D, i.e. earthquakes with  M≥ 6.0 can occur near of some of these objects but are not known, as the interval of observations is short. Such a fussy type of learning highlights a specific difficulty in locating possible earthquake-prone areas by pattern recognition techniques.

 

 

 

 Discretization of Characteristics and Their Informativity

The CORA-3 algorithm, which is used to investigate the problem, works in a binary vectors space. Therefore, prior to applying the algorithm the objects of recognition that are vectors with real components (values of the characteristics) should be converted in vectors with binary components. For this purpose, the characteristics are discretized, i.e. ranges of their values are represented as the union of disjoint parts. Usually the number of the parts is 2 or 3. Then for each characteristic its values are substituted by values of components of a binary vector that indicate the part which contains the characteristic value. This procedure is described in details, e.g., in [Gelfand et al., 1976; Gorshkov et al., 2003a; Gorshkov, 2010; Gvishiani et al., 1988]. After discretization the data become robust. If a range of a characteristic is divided into two parts, then only two gradations ("small" and "large") are used after the discretization instead of the exact characteristic's value. If the range is divided into three parts then the number of gradations is 3: "small", "medium", and "large". The discretization causes the loss of information but makes results of recognition stable to variations of data.

If the discretization is made for a characteristic then the characteristic informativity can be preliminarily estimated. This is done as follows. For all discretization parts we calculate  PiD – the percentage of the objects of the training set D 0 which have the corresponding characteristic values falling into part number i. Similar percentages  PiN are calculated for the training set N 0. The value of 

 P=maxi|PiD−PiN|
 is regarded as a measure of the characteristic informativity for separating the recognition objects into classes D and N.
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  For the characteristic two and three discretization parts have been considered. The discretization thresholds are computed so as to equalize for parts the numbers of the recognition objects with the characteristic values within each part. Table 2 contains the discretization thresholds and values of  P that have been obtained for the characteristics listed above.

 

 

 

The characteristics for that  P< 20% have been excluded from the further analysis. Exception has been made for  Amin to leave characteristic that reflects anomalies of geomagnetic field. Such characteristics showed their usefulness in solving the similar problem for the Caucasian region [Soloviev et al., 2016]. Thus the following 9 characteristics are left:  Hmax,  Hmin,  ΔH, g H,  Mor,  Bmax,  Bmin,  ΔB, and  Amin. The discretization has been made with two parts for  ΔB and with three parts for other characteristics.

  	[image: Table 3]
	Table 3

  After the discretization the characteristic values are converted into components of binary vectors as shown Table 3. After this conversion a vector with 18 binary components corresponds to each object of recognition.

 

 

 

 Application of the Pattern Recognition Algorithm

The CORA-3 algorithm is applied to 97 vectors with binary components corresponding to the objects of recognition to classify them into classes D and N. The decisive rule for the classification is composed of the voting threshold  Δ and two sets of characteristic traits: the characteristic traits of class D (or D-traits) and the characteristic traits of class N (or N-traits). The recognition object is put into class D if the difference in the number of the D-traits and N-traits possessed by it does not less than  Δ. If this difference is less than  Δ then the object is put into class N.

The trait is described by six numbers: three integer numbers  i,  j,  k (1  ≤i≤j≤k≤L where  L is the length of the binary vector corresponding to the object ( L = 18 in our case) and three binary numbers  δ1,  δ2,  δ3 that are either 0 or 1. The recognition object that is the binary vector ( ω1,  ω2,  …,  ωL) has the trait if  ωi =  δ1,  ωj =  δ2, and  ωk =  δ3. The trait is the D-trait if the number of the objects from the training set D 0 that have this trait is not less than the threshold  k1 and the number of the objects from the training set N 0 that have this trait does not exceed the threshold  k¯1. Correspondingly, the trait is the N-trait if the number of the objects from the training set N 0 that have this trait is not less than the threshold  k2 and the number of the objects from the training set D 0 that have this trait does not exceed the threshold  k¯2. The thresholds  k1,  k¯1,  k2, and  k¯2 are the parameters of the algorithm and their values should be specified during its application. The subordination and equivalence relationships between the characteristic traits of classes D and N are introduced. The characteristic trait  A is called as subordinate to another characteristic trait  B of the same class if all the objects of the training set of this class that have the trait  A also have the trait  B and if at least one object of the training set that has the trait  B does not have the trait  A. Two characteristic traits are equivalent if they are possessed by the same objects of the corresponding training set. When forming the sets of the D- and N-traits that compose the decisive rule for the classification, the algorithm excludes from the lists of characteristic traits those that are subordinate to any other characteristic trait and selects and only one trait from the group of the equivalent traits.
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  In our study the CORA-3 algorithm was applied with the following values of its parameters:  k1 = 3,  k¯1 = 1,  k2 = 15,  k¯2 = 0, and  Δ = 1. Ten D-traits and nine N-traits have been selected by the algorithm. They are given in Table 4 in the form of inequalities on the values of the characteristics in accordance with the interpretation of the binary vector components (Table 3) and the discretization thresholds (Table 2).
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 The classification of the objects is reported in Table 5 where the voting (the numbers of D-traits  nD and N-traits  nN that the objects have) is given and objects that are put in class D are marked by "+". These nodes are also shown in Figure 2. Of 97 objects, 33 (34%) and 64 (66%) are classified D and N, respectively. Class D is formed by 16 objects originally in D 0, 3 originally in N 0, and 14 not belonging to the training set. Nodes of class D are shown by circles in Figure 2.

 Reliability Evaluation of the Result Obtained

A set of control tests is usually executed to evaluate indirectly the reliability of the determination of earthquake-prone areas by pattern recognition methods [Gelfand et al., 1976; Gorshkov et al., 2003a, 2004; Gorshkov, 2010; Gvishiani et al., 1988]. Describing the tests that have been run in our case we call the classification result given in Table 5 as the main result.

In the first test, the recognition has been performed with a modified training set (D 0 and N 0). The subset D 0 has been formed by the objects from the set X which were recognized D in the main variant. Correspondingly, subset N 0 has been formed by the objects from the set X which were classified N in the main variant. Classification of 6 objects (6% of the total number of objects) is changed in the test compared with the main variant. These are the objects with the following numbers: 44, 45, 73, 78, 83, and 91.

In the second test the subsets D 0 and N 0 include all objects recognized in the main variant as D and N, respectively. Classification of 3 objects (3% of the total number of objects) is changed in this test compared with the main variant. These are the objects with the following numbers: 72, 73, and 91.

The next test has been done to check dependence of the recognition result on specific traits that are selected from the equivalent trait groups. In this test the recognition object is put into class D if for it  uD−uN≥Δ, otherwise the object is put into class N. Here 

 uD=∑i=1nDmDi/nDi,uN=∑i=1nNmNi/nNi,
  nD and  nN are the numbers of characteristic D- and N-traits selected by the CORA-3 algorithm (10 and 9 in the main variant, Table 4),  nDi and  nNi are the numbers of characteristic traits in the groups of traits that are equivalent to the D-trait numbered i in Table 4 and to the N-trait numbered  i respectively,  mDi and  mNi are the numbers of characteristic traits that the object has from the relevant groups of equivalent traits. Classification of only one object numbered 21 is changed in this test compared with the main variant.

The results of the tests described above are indirect arguments favoring the validity of the main variant; the changes, with respect to the main variants, during these tests do not exceed 6%. Such insignificant changes with respect to the main variant are in agreement with the empirical stability criteria developed by Gvishiani et al., 1988.
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  One more test is devoted to estimate contributions of the individual characteristics listed in Table 2 to the result obtained. For this purpose each of the nine characteristics used in the main variant is eliminated from consideration one at a time and classification is made by means of the CORA-3 algorithm. The results of this test are presented in Table 6.

One can see that the maximum number of objects classification of which is changed in this test is 14, that is less than 15% of the total number of objects. It means that the recognition result is rather stable when one characteristic is eliminated. Note that classification is changed for the maximal number of objects when characteristic  Bmin is eliminated. This characteristic has the largest value of P (Table 2), which is regarded as a measure of the characteristic informativity.

 

 

 

 

 

 

 Discussion and Conclusion

Most of the recognized D nodes are located on the lineaments of the highest, first and second, ranks, which divide the largest morphostructures.

In Altai, D nodes are recognized in its southeastern part. Nodes 19, 20, and 21 are located on the border of Altai with the Western Sayan; nodes 17 and 18 sit on the border with the Great Lakes basin, and nodes 13 and 16 are at the boundary with Mongolian Altai.

High-seismic nodes 45, 49, 66, 67, 74, 75 and 78, located on the lineament of the first rank, which separates the Western and Eastern Sayan Mountains from the Tuva Mountains and the intermountain depressions between them. This lineament is consistent with the Bolnisi and Tunkin faults. Seismogenic nodes 38, 46, 70, 71 and 83 are situated on the southern border of the Tuva Mountains that corresponds to the Khangai fault. In Baikal Lake, D nodes, 78, 79, 87, 88 and 91, are concentrated on the borders of the South Baikal Basin.

Most nodes situated in the Western and Northwestern Altai, in the inner areas of the Western Sayan, in the almost entire Eastern Sayan, as well as at the western boundary of the Baikal Lake have been assigned to N.

D nodes, where events with  M≥ 6.0 have not yet been documented, spread over the region as follows. D nodes 18–21 sit on the eastern boundary of Gorny Altai, and D nodes 13 and 16 are located on the limit between Gorny and Mongolian Altai. The high seismic potential of the western and southern boundaries of Gorny Altai is confirmed by paleoseismic studies [Deev et al., 2012, 2013; Rogozhin et al., 2002].

Nodes 44, 51, 68 are located in the inner areas of the eastern part of the Western Sayan where no strong events have been observed so far. However, near node 44, paleoseismic features associated with an earthquake in the magnitude range of 6.9–7.4 were found by Arzhannikov, 2000, 2003. At node 68, the paleoseismic features likely caused by M6.5 tectonic earthquake was mapped by Arzhannikov, 2000. Nodes 38 and 71 are located on the southern border of the Tuva Mountains in the Khangai fault zone. Arzhannikova and Arzhannikov, 1999; Arzhannikov and Arzhannikova, 2011 found the paleoseismic features a little to the north of node 38 suggesting an earthquake of magnitude 7.5–7.8. Several closely located paleoseismic features were found by Kochetkov et al., 1993 in the area of node 71. They could have been generated by earthquakes with  M = 6.8–7.3. Nodes 87 and 88 are located at the southern end of the Baikal depression, which is characterized by high rate of seismic activity. Sankov et al., 2014 suggest the possible occurrence of an earthquake with  M = 7.5–7.6 in the southern part of Baikal Lake. D node 97 is located in the northern part of Lake Baikal, where it joins the seismically active zone of the Upper Angara rift system.

The characteristic features of classes D and N selected by the CORA-3 algorithm presented by numbered lines in Table 4. Their assemblage point out that seismogenic nodes are characterized by the increased contrast of the neotectonic movements and an increased tectonic fragmentation of seismogenic nodes.

The results of the study reveal a high seismic potential of the studied region and provide locations of potential sources of earthquakes with  M≥ 6.0. The information on the potential earthquake sources is important for calculating seismic hazard assessments using both probabilistic and deterministic methods. In particular, the data on seismogenic nodes for  M≥ 6.0, which were recognized in the Italian region [Gorshkov et al., 2002, 2004], were then used in the calculations of seismic hazard using the NDSHA method [Peresan et al., 2011, 2015].

Locations of seismogenic nodes can be helpful in the selecting a perspective target sites for paleoseismic research.
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Figure 1. Morphostructural map of the Altai-Sayan-Baikal region. Continuous lines mark the longitudinal lineaments, dashed lines depict the transverse lineaments. Bold lines show the lineaments of the 1st rank, middle lines mark the lineaments of the 2nd rank, hairlines depict the lineaments of the 3rd rank. Red dots depict epicentres of earthquakes  M6+. A – Altai, WS – Western Sayan, EW – Eastern Sayan, B – Baikal, T – Tuva Mountains. Roman figures indicate numbers of nodes.
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Figure 2. Morphostructural map of the Altai-Sayan-Baikal region. Continuous lines mark the longitudinal lineaments, dashed lines depict the transverse lineaments. Bold lines show the lineaments of the 1st rank, middle lines mark the lineaments of the 2nd rank, hairlines depict the lineaments of the 3rd rank. Red dots depict epicentres of earthquakes  M6+. A – Altai, WS – Western Sayan, EW – Eastern Sayan, B – Baikal, T – Tuva Mountains. Roman figures indicate numbers of nodes.
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Table 1. Earthquakes with  M≥ 5.0 Occurred in the Altai-Sayan-Baikal Region, 1900–2018

				 	 		 

		Date	Epicenter coordinates	 Magnitude 	 Date 	Epicenter coordinates	 Magnitude 

		 	 	 	 	 	 	 	 	 

			 Latitude 	 Longitude 	 			 Latitude 	 Longitude 	 

			 		02.12.2013 	 53.42 	 91.76 	 5.00 	 21.03.1999 	 55.94 	 110.27 	 5.90 

			03.04.2013 	 51.25 	 92.40 	 5.30 	 21.03.1999 	 55.90 	 110.21 	 5.90 

			02.01.2013 	 49.80 	 87.64 	 5.30 	 26.02.1999 	 51.66 	 104.94 	 5.00 

			06.06.2012 	 51.71 	 96.04 	 5.10 	 25.02.1999 	 51.63 	 104.74 	 5.10 

			26.02.2012 	 51.69 	 95.98 	 5.20 	 25.02.1999 	 51.60 	 104.86 	 5.90 

			26.02.2012 	 51.69 	 96.08 	 5.10 	 21.11.1998 	 49.23 	 89.19 	 5.20 

			26.02.2012 	 51.71 	 95.99 	 6.70 	 29.06.1995 	 51.96 	 103.10 	 5.80 

			27.12.2011 	 51.84 	 95.91 	 6.60 	 22.06.1995 	 50.37 	 89.95 	 5.50 

			16.07.2011 	 52.88 	 108.44 	 5.30 	 31.08.1994 	 49.48 	 94.21 	 5.00 

			10.02.2011 	 52.13 	 91.78 	 5.30 	 13.03.1994 	 50.92 	 92.17 	 5.00 

			06.03.2010 	 48.90 	 91.48 	 5.10 	 14.02.1992 	 53.90 	 108.87 	 5.40 

			04.08.2009 	 50.65 	 96.87 	 5.30 	 28.12.1991 	 51.10 	 98.06 	 5.00 

			27.08.2008 	 51.61 	 104.16 	 6.30 	 27.12.1991 	 51.12 	 98.15 	 6.40 

			16.08.2008 	 52.24 	 98.29 	 5.00 	 27.05.1991 	 49.52 	 94.76 	 5.10 

			16.08.2008 	 52.27 	 98.21 	 5.70 	 15.11.1990 	 51.12 	 93.24 	 5.00 

			20.05.2008 	 53.30 	 108.43 	 5.30 	 13.05.1989 	 50.10 	 105.36 	 5.70 

			19.01.2008 	 51.38 	 98.05 	 5.10 	 23.07.1988 	 48.71 	 90.57 	 5.90 

			31.10.2007 	 49.85 	 91.68 	 5.10 	 30.06.1988 	 50.23 	 91.14 	 5.30 

			04.07.2007 	 55.47 	 110.30 	 5.40 	 11.05.1987 	 51.71 	 105.48 	 5.00 

			11.12.2006 	 55.76 	 110.05 	 5.10 	 04.11.1986 	 50.88 	 89.27 	 5.60 

			04.12.2006 	 55.77 	 110.08 	 5.20 	 20.01.1984 	 50.61 	 96.46 	 5.20 

			27.04.2005 	 51.10 	 98.31 	 5.30 	 03.08.1982 	 48.93 	 89.70 	 5.40 

			24.01.2004 	 50.20 	 87.30 	 5.00 	 14.01.1982 	 54.84 	 110.28 	 5.10 

			17.11.2003 	 50.19 	 87.65 	 5.20 	 16.08.1981 	 50.63 	 96.86 	 5.10 

			11.11.2003 	 50.15 	 87.89 	 5.10 	 27.05.1981 	 54.01 	 108.79 	 5.10 

			23.10.2003 	 49.93 	 88.34 	 5.10 	 22.05.1981 	 52.00 	 105.76 	 5.10 

			17.10.2003 	 50.17 	 87.75 	 5.20 	 03.08.1978 	 52.14 	 96.89 	 5.50 

			13.10.2003 	 50.26 	 87.70 	 5.20 	 01.04.1976 	 51.12 	 97.96 	 5.20 

			09.10.2003 	 50.09 	 87.86 	 5.00 	 29.11.1974 	 51.75 	 98.94 	 5.20 

			01.10.2003 	 50.10 	 87.63 	 5.00 	 22.03.1974 	 49.90 	 90.81 	 5.50 

			01.10.2003 	 50.02 	 87.82 	 5.00 	 31.08.1972 	 52.35 	 95.48 	 5.50 

			01.10.2003 	 50.21 	 87.72 	 6.70 	 26.02.1972 	 50.46 	 97.21 	 5.70 

			29.09.2003 	 50.00 	 87.89 	 5.10 	 24.08.1971 	 52.20 	 91.47 	 5.80 

			27.09.2003 	 50.02 	 87.86 	 5.30 	 15.05.1970 	 50.18 	 91.27 	 6.30 

			27.09.2003 	 50.09 	 87.76 	 6.40 	 13.08.1962 	 53.62 	 108.66 	 5.60 

			27.09.2003 	 50.07 	 87.83 	 5.00 	 20.11.1961 	 50.90 	 92.54 	 5.60 

			27.09.2003 	 49.99 	 87.84 	 5.10 	 06.10.1960 	 52.87 	 107.93 	 5.70 

			27.09.2003 	 50.07 	 87.94 	 5.40 	 30.08.1959 	 52.76 	 107.15 	 5.40 

			27.09.2003 	 49.94 	 88.03 	 5.30 	 29.08.1959 	 52.68 	 106.98 	 6.10 

			27.09.2003 	 50.04 	 87.81 	 7.30 	 23.06.1958 	 52.07 	 99.78 	 5.70 

			10.10.2001 	 52.49 	 106.72 	 5.20 	 06.02.1957 	 50.00 	 105.50 	 6.30 

			27.10.2000 	 54.71 	 94.98 	 5.50 	 06.09.1953 	 50.49 	 90.07 	 5.70 

			31.05.2000 	 51.69 	 104.94 	 5.00 	 04.04.1950 	 51.77 	 101.00 	 6.90 

			21.12.1999 	 55.83 	 110.03 	 5.50 	 19.10.1938 	 49.50 	 90.30 	 7.10 

			31.05.1999 	 55.80 	 110.17 	 5.00 	 25.08.1922 	 50.00 	 91.00 	 6.60 

			30.05.1999 	 55.80 	 110.03 	 5.20 	 23.07.1905 	 49.30 	 96.20 	 8.20 

			27.05.1999 	 55.81 	 110.04 	 5.10 	 09.07.1905 	 49.50 	 97.30 	 7.60 
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Table 2. Discretization Thresholds and Values of  P

					

		 			Discretization into 2 parts	Discretization into 3 parts

			 		Characteristic		 	 	 	 

		 			 Threshold 	 P, % 	 Thresholds 	 P, % 

			 Hmax, m 	 2082 	 13 	 1740; 2372 	 20 

			 Hmin, m 	 684 	 26 	 509; 916 	 31 

			 ΔH, m 	 1298 	 9 	 1099; 1496 	 22 

			 l, m 	 37990 	 9 	 31700; 42790 	 18 

			g H 	 0.03887 	 15 	 0.02772; 0.05143 	 29 

			 Q, % 	 19 	 7 	 10; 30 	 18 

			 Mor 	 2 	 36 	 2; 3 	 36 

			 Nl 	 2 	 7 	 2; 3 	 17 

			 Rh 	 1 	 2 	 1; 2 	 3 

			 Dint, km 	 64 	 5 	 47; 84 	 4 

			 D1, km 	 0 	 4 	 0; 70 	 4 

			 D2, km 	 83 	 16 	 0; 107 	 14 

			 Nlc 	 3 	 4 	 2; 3 	 12 

			 Bmax, mGal 	 –144.17 	 36 	 –161.22; –118.80 	 41 

			 Bmin, mGal 	 –200.72 	 44 	 –225.84; –182.44 	 57 

			 ΔB, mGal 	 55.52 	 26 	 43.51; 66.49 	 12 

			 Amax, nT 	 117.97 	 10 	 83.29; 172.62 	 3 

			 Amin, nT 	 –123.46 	 3 	 –169.54; –103.81 	 14 

			 ΔA, nT 	 269.11 	 3 	 200.27; 332.02 	 8 
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Table 3. Conversion of the Characteristic Values into Components of Binary Vectors

				

				Characteristic values

			Characteristics 	 	 	 

		 			 "small" 	 "medium" 	 "large" 

			 Hmax,  Hmin,  ΔH, g H,  Bmax,  Bmin,  Amin 	 11 	 01 	 00 

			Mor 	 100 	 010 	 001 

			 ΔB 	 1 	 – 	 0 
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Table 4. Characteristic Traits of Classes D and N

				 	 	 	 	 	 	 	 	 

			\# 	  Hmax, m 	  Hmin, m 	  ΔH, m 	 g H 	 Mor 	  Bmax, mGal 	 B min, mGal 	  ΔB, mGal 	 A min, nT 

				 	 	 	 	 	 	 	 	 

	Characteristic traits of class D (D-traits)

			1 	 	 	 	 	 	 	  ≤−225.84 	 	  >−103.81 

			2 	 	  > 509 	 	 	 	 	 	  > 55.52 	  >−103.81 

			3 	 	 	  > 1496 	 	 	 	  ≤−225.84 	 	  ≤−103.81 

			4 	  ≤ 1740 	 	 	 	 	  ≤−118.80 	 	 	  ≤−103.81 

			5 	 	 	 	  ≤ 0.05143 	 	 	  ≤−225.84 	 	  >−169.54 

			6 	 	 	 	 	 mountains/mountains 	 	  ≤−225.84 	 	  >−169.54 

		 		7 	 	 	 	 	 not mountains/mountains 	 	  ≤−225.84 	  > 55.52 	 

			8 	  ≤ 2372 	 	 	 	 	 	  ≤−225.84 	 	 

			9 	 	  > 509 	  > 1496 	 	 	 	  ≤−225.84 	 	 

			10 	  ≤ 1740 	 	  > 1099 	 	 not piedmont/plains 	 	 	 	 

	Characteristic traits of class N (N-traits)

			1 	 	 	 	  > 0.02772 	 	 	  >−225.84 	 	  ≤−103.81 

			2 	  > 1740 	 	 	 	 	 	  >−225.84 	 	  ≤−103.81 

			3 	 	 	  ≤ 1099 	 	 	  >−118.80 	 	 	 

			4 	 	 	 	  > 0.02772 	 	  ≤−118.80 	  >−225.84	 	 

			5 	 	 	 	  > 0.02772 	 	 	  >−225.84	 	 

			 	 	 	 	  ≤ 0.05143 	 	 	 	 	 

			6 	 	 	  ≤ 1496 	  > 0.02772 	 	 	  >−225.84 	 	 

			7 	  > 1740 	 	 	  > 0.02772 	 	 	  >−225.84 	 	 

			8 	 	 	 	 	 mountains/mountains 	 	  >−225.84 	 	 

			 	 	 	 	 	 or piedmont/plains 	 	 	 	 

			 		9 	 	  ≤ 916 	 	 	 mountains/mountains 	 	 	 	 

			 	 	 	 	 	 or piedmont/plains 	 	 	 	 
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Table 5. Voting of Objects by D- and N-traits

				 	 	 	 	 

			Object numbers 	 Voting 	 Object numbers 	 Voting 	 Object numbers 	 Voting 

				  nD :  nN 	 	 nD :  nN 	 	 nD :  nN 

	Objects from D 0	 27 	 0 : 5 	 93 	 0 : 1 

			15 	 3 : 0 + 	 28 	 0 : 6 	95 	 0 : 1 

			17 	 3 : 0 + 	 29 	 0 : 8 	Objects from X

			31 	 4 : 0 + 	 30 	 0 : 4 	13 	 3 : 0 + 

			44 	 1 : 0 + 	 35 	 0 : 0 	14 	 0 : 7 

			45 	 1 : 0 + 	 36 	 0 : 5 	16 	 1 : 0 + 

			46 	 1 : 0 + 	 37 	 0 : 6 	18 	 4 : 0 + 

			48 	 3 : 0 + 	 40 	 0 : 1 	19 	 4 : 1 + 

			49 	 2 : 0 + 	 41 	 0 : 3 	20 	 4 : 0 + 

			70 	 2 : 0 + 	 42 	 0 : 6 	25 	 0 : 6 

			74 	 3 : 0 + 	 51 	 2 : 0 + 	26 	 1 : 4 

			75 	 4 : 0 + 	 52 	 0 : 8 	32 	 5 : 0 + 

			76 	 1 : 0 + 	 53 	 0 : 1 	33 	 0 : 0 

			78 	 1 : 0 + 	 54 	 0 : 3 	34 	 0 : 5 

			79 	 5 : 0 + 	 55 	 0 : 3 	38 	 1 : 0 + 

			83 	 1 : 0 + 	 56 	 0 : 3 	39 	 0 : 3 

			91 	 1 : 0 + 	58 	 0 : 7 	43 	 1 : 4 

	Objects from N 0	 59 	 0 : 7 	47 	 5 : 0 + 

	1 	 0 : 3 	 60 	 0 : 2 	50 	 0 : 0 

	2 	 0 : 3 	 61 	 0 : 3 	57 	 0 : 5 

	3 	 0 : 6 	 62 	 0 : 3 	65 	 0 : 0 

	4 	 0 : 3 	 63 	 0 : 3 	66 	 3 : 0 + 

	5 	 0 : 5 	 64 	 0 : 1 	67 	 2 : 0 + 

	6 	 1 : 3 	 69 	 0 : 0 	68 	 2 : 1 + 

			7 	 0 : 2 	 71 	 1 : 0 + 	77 	 0 : 1 

			8 	 0 : 1 	 72 	 0 : 0 	87 	 4 : 0 + 

			9 	 0 : 7 	 73 	 0 : 0 	88 	 3 : 0 + 

			10 	 0 : 4 	 80 	 0 : 2 	89 	 1 : 2 

			11 	 0 : 6 	 81 	 0 : 7 	90 	 0 : 1 

			12 	 0 : 3 	 82 	 0 : 6 	92 	 1 : 2 

			21 	 2 : 1 + 	 84 	 0 : 1 	94 	 2 : 2 

			22 	 0 : 6 	 85 	 0 : 3 	96 	 0 : 3 

			23 	 0 : 4 	 86 	 0 : 2 	97 	 2 : 0 + 

			24 	 0 : 7 	 	 	 	 
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Table 6. Numbers of Objects Classification of Which is Changed Compared with the Main Variant when Characteristics are Eliminated from Consideration

		

		Classification 	Eliminated characteristic

		change 	  Hmax 	  Hmin 	  ΔH 	 g H 	 Mor 	  Bmax 	  Bmin 	  ΔB 	  Amin 

		D  → N 	 44, 68, 	 45 	 49, 51 	 16, 71, 	 	 44, 83 	 16, 19, 	 45, 71 	 19, 21, 

			 78, 83, 	 	 	 76, 78, 	 	 	 21, 32 	 	 67 

			 91 	 	 	 91 	 	 	 46, 67 	 	 

			 	 	 	 	 	 	 68, 76 	 	 

			 	 	 	 	 	 	 88, 97 	 	 

		 N  → D 	 72 	 	 77, 90 	 	 6, 43, 	 	 12, 33, 	 	 8, 33, 

		 	 	 	 	 	 89, 92, 	 	 89, 94 	 	 35, 40, 

		 	 	 	 	 	 94 	 	 	 	 89 
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\abstract{Problem of area's zoning is very important and is one of the main problems of modern geographical science. Our point is to from a modern approach, based on the machine learning methods to provide zoning of any area. Key ideas of this methodology, that any distribution of factors that form any geographical system grouped around some clusters -- unique zones that represents specific nature conditions. Formed methodology based on several stages -- selection of data and objects for analysis, data normalization, assessment of predisposition of data for clustering, choosing the optimal number of clusters, clustering and validation of results. As an example, we tried to zone a surface layer of the Black Sea. We find that optimal number of unique zones is~3. Also, we find that the key driver of zone forming is a location of the rivers. Thus, we can say, that applying a machine learning approach in area's zoning tasks helps us increasing the quality of nature using and decision-making processes.}



\section{1. Introduction}



The problem of zoning has always been and will be the main problem of geographical science. In this context, region or zone is the main territorial system, which is always part of larger regional units. Based on this, zoning is the process of identifying and studying the objectively existing territorial structure, organization, and hierarchical subordination of physical and geographical complexes.

Zoning of any area includes several important goals

 [\itc{Vinokurov et al.,} \reflink{Vinokurov05}{2005};

\itc{Zaika} \reflink{Zaika14}{2014}]:



\begin{enumerate}

\item

Finding an existing physiography complexes;

\item

	mapping of physiography maps;

\item

	deep understanding of the complex composition;

\item

	research of processes and factors, that are forming complexes;

\item

	complex classification;

\item

Finding of any interactions between factors or complexes;

\item

	developing of physiography zoning methods.

\end{enumerate}



Thus, the main goal of this paper was to form a modern mathematical methodology, based on machine learning methods to provide zoning of any area.



In the last years problem of area's zoning and its methodology was tried to solve by several authors.



For example % G. N. Skrebets and S. M. Pavlova

\itc{Skrebets and Pavlova} [\reflink{Skrebets19}{2019}]

conducted a physical and geographical zoning of the Black Sea using correlation analysis. They used a mapping based on relationship between phytoplankton and natural factors, that limiting its distribution. Using this approach, they identified 5 regions that differ from each other in quantitative way, as well as in combination of relationships.



From a biological point of view, this problem was considered by

%V.~E.~Zaika

\itc{Zaika} [\reflink{Zaika14}{2014}].

He carried out biological zonation of the Black Sea and also described the main problems of its implementation. The principle of distinguishing different regions was based on quantitative analysis of the dominant species in different regions of the Black Sea.



The widespread use of physiographic zonation received in landscape ecology. %Yu.~I.~Vinokurov, Yu.~M.~Tsimbaleya and B.~A.~Krasnoyarova

\itc{Vinokurov et al.} [\reflink{Vinokurov05}{2005}]

proposed a methodology and implemented the physical and geographical zoning of Siberia. Based on various natural features, they identified more than 100 different regions with unique physical and geographical conditions.



%A. Tamaychuk

\itc{Tamaychuk} [\reflink{Tamaychuk17}{2017}]

in his paper tried analytical approach to zoning Black Sea area, based on main factors of spatial differentiation, distribution features of environmentally significant characteristics and modern ideas about the theory and methods of physiographic zoning. He divided area of the Black Sea into 3 water-provinces -- North-West moderate, North-East moderate and subtropical.



Mathematical approach was shown in %E. Sovga

\itc{Sovga et al.} [\reflink{Sovga05}{2005}]

work. They used depth, mean values of temperature and salinity, differences and features in flora and fauna as a factor. They divided area of the North-West part of the Black Sea into 4 groups -- West, Karkinitsky, Central and Kalamitsky.



V. Agostini

[\itc{Agostini et al.,} \reflink{Agostini15}{2015}]

in her paper tried to make a zoning of marine environment in St.~Kitts and Nevis. For her analysis, she used 37 spatial layers, that represent different factors and fully described functionality of the research area, that was divided into 3 major groups -- ``habitat'', ``species'' and ``human use''. As the result, she distinguished 4 major zones -- ``conservation'', ``transportation'', ``touristic'' and ``fishing''.



\itc{Petrov and Bobkov} [\reflink{Petrov17}{2017}]

tried to form the concept of hierarchical structure of large marine ecosystems in the Arctic shelf of Russia. Based on environmental variables, they distinguished 7 eco-regions of the Barents Sea -- South-Western, Pechora Sea, Central basin south, Central basin north, Novaya Zemlya shore, Svalbard Archipelago and Franz Josef Land Archipelago.



%Fyhr F., Nilsson A. and Sandman N. [

\itc{Fyhr et al.} [\reflink{Fyhr13}{2013}]

tried to review all of the modern concepts and tools for Ocean zoning. Based on their work, the most actual and commonly used tools are Atlantis, Cumulative Impacts Assessment Tool, Integrated Valuation of Ecosystem Services and Tradeoffs (InVEST), Marine Protected Areas Decision Support Tool (Marine Map), Marxan and Marxan with Zones, NatureServe Vista and Zonation.





\section{2. Clustering as Physiographic Zoning Method}



\enlargethispage{-1pc}



Clustering is a task of dividing the entire dataset into separate groups of homogenous objects, that are similar to each other, but have distinct difference between this separate groups

[\itc{Aleshin and Malygin,} \reflink{Aleshin19}{2019}].

Clustering algorithms are divided in two groups -- hierarchical and iterative.



I. Hierarchical -- consistently build clusters from already found clusters.

\begin{enumerate}

\item

Agglomerative (unifying) -- start with individual elements, and then combine them;

\item

separation -- start with one cluster, and then -- divide them;

\end{enumerate}



 II. Non-hierarchical -- optimize a certain objective function.

\begin{enumerate}

\item

Graph theory algorithms;

\item

EM algorithm;

\item

 $K$-means algorithm ($k$-means clustering);

\item

fuzzy algorithms.

\end{enumerate}



Any clustering algorithm can be considered effective if the compactness hypothesis is satisfied

[\itc{Shi and Horvath,} \reflink{Shi06}{2006}].



Physiographic zoning using clustering method is carried out in several stages:

\begin{enumerate}

\item

Selection of data and objects for analysis;

\item

data normalization;

\item

assessment of predisposition of data for clustering;

\item

choosing the optimal number of clusters;

\item

clustering and validation of results.

\end{enumerate}



Formally, almost all clustering tasks come down to this form. Let  $X$ be the set of objects, $Y$ is the set of numbers (names, labels) of clusters. The distance function between objects is specified as

$\rho(x,x\prime)$

[\itc{Collins et al.,} \reflink{Collins02}{2002}].

There is a finite training set of objects $X^m={x_1,...,x_n}\in X$. So, the main goal of clustering is to divide dataset into several disjoint subsets. These subsets called clusters and consist from objects, that are closed to the

$\rho$-metric. Objects from different clusters were significantly different. For every object $x_i\in X^m$ assigned the number of cluster $y_i$

[\itc{Marron et al.,} \reflink{Marron14}{2014}].



\subsection{2.1. Data Normalization}



Data normalization is one of the feature transformation operations that is performed during their generation at the data preparation stage. In case of machine learning, normalization is a procedure for preprocessing input information (training, test and validation samples, as well as real data), in which the values of the attributes in the input vector are reduced to a certain specified range of values, for example: $[0...1]$ or $[-1...1]$.



The importance of data normalization comes from the nature of algorithms and models in machine learning. The values of raw data can vary in a very wide range and differ from each other by several orders

[\itc{Rybkina et al.,} \reflink{Rybkina18}{2018}].

The work of such machine learning models like neural networks or Kohonen self-organizing maps with not normalized data will be incorrect -- difference between attribute's values can cause instability of the model, that will lead to worth learning results and slowing the modelling process. Also, some parametric machine learning models require symmetric and unimodal data distribution. After normalization, all the numerical values of the input attributes will be reduced to the same amount -- a certain narrow range

[\itc{Criminisi et al.,} \reflink{Criminisi12}{2012}]. %%% ??? +



There are many ways to normalize feature values in order to scale them to a single range and use them in various machine learning models. Depending on the function used, they can be divided into two large groups: linear and non-linear

[\itc{Tealab et al.,} \reflink{Tealab17}{2017}].

With nonlinear normalization, the calculated ratios use the functions of the logistic sigmoid or hyperbolic tangent. In linear normalization, the change of variables is carried out proportionally, according to a linear law.



The most common methods for data normalization are:



Minimax -- linear data transformation in the range $[0..1]$, where the minimum and maximum scalable values correspond to 0 and 1, respectively:



\begin{eqnarray*}    % \begin{equation}\label{1}

X_{\mathrm{norm}}=\frac{X-X_{\min}}{X_{\max}-X_{\min}}

\end{eqnarray*}

$Z$-scaling based on the mean and standard deviation: dividing the difference between the variable and the it means by the standard deviation:



 \begin{eqnarray*}      % \begin{equation}\label{2}

 z=\frac{x-\mu}{\sigma}

\end{eqnarray*}

Decimal scaling -- performed by removing the decimal separator of the variable value

[\itc{Seber and Lee,} \reflink{Seber03}{2003}].



In practice, minimax and $Z$-scaling have similar areas of applicability and are often interchangeable. However, in calculating the distances between points or vectors in most cases, $Z$-scaling is used, while minimax is useful for visualization.



\subsection{2.2. Assessment of Predisposition of Data for Clustering}



One of the most common problem of unsupervised machine learning is that clustering will form groups, even if the analyzed dataset is a completely random structure. That's why the first validation task that should be applied even before clustering is to assess the overall predisposition of the available data to cluster tendency

[\itc{Sivogolovko and Thalheim,} \reflink{Sivogolovko13}{2013}].



There are two common indicators, that can show us cluster tendency -- Hopkins statistics and Visual Assessment of cluster Tendency or ``VAT diagram''.



To calculate Hopkins statistics, we need to create B pseudo-datasets, randomly generated based on the distribution with the same standard deviation as the original dataset. For each observation $i$ from $n$, the average distance to $k$ nearest neighbors is calculated as follows:

$w_i$ between real observations and $q_i$ between generated observations and their closest real neighbors

[\itc{Keller et al.,} \reflink{Keller85}{1985};

\itc{Sivogolovko and Thalheim,} \reflink{Sivogolovko13}{2013}].

Then the Hopkins statistics calculates as follows:



 \begin{eqnarray*}

H_{\mathrm{ind}} = H_{\mathrm{ind}}=\frac{\sum_{n}w_i}{\sum_{n}q_i+\sum_{n}w_i}

\end{eqnarray*}

If $H_{\mathrm{ind}}>0.5$,  then it will correspond to the null hypothesis that $q_i$ and $w_i$ are similar and values are distributed randomly and uniformly. If  $H_{\mathrm{ind}} < 0.25$ this indicates that a dataset has a tendency to data grouping.



For visual assessment of clustering tendency, the best way is to using VAT diagram. VAT algorithm consists of:



\begin{enumerate}

\item

Compute the dissimilarity matrix between the objects in the data set using the Euclidean distance measure;

\item

reorder the dissimilarity matrix so that similar objects are close to one another. This process creates an ordered dissimilarity matrix;

\item

the ordered dissimilarity matrix is displayed as an ordered dissimilarity image, which is the visual output of VAT.

\end{enumerate}



The VAT detects the clustering tendency in a visual form by counting the number of square shaped dark blocks along the diagonal in a VAT image [\itc{Sivogolovko and Thalheim,} \reflink{Sivogolovko13}{2013}].



\subsection{2.3. Choosing the Optimal Number of Clusters}



At this moment there's two main ways to choose an optimal number of clusters -- ``elbow'' method and using of gap statistics

[\itc{Chapelle et al.,} \reflink{Chapelle06}{2006}].



The ``elbow'' method -- considered the pattern of variation in the dispersion of $W_{\mathrm{total}}$  with increasing in number of groups  $k$

[\itc{Tomar et al.,} \reflink{Tomar18}{2018}].

Combining all of the founded  observations in one group, we'll have the biggest intraclass dispersion, that will decrease to 0 when $k\rightarrow n$.

The point, when this decreasing of dispersion will be slowing down, called ``elbow''

[\itc{Seber and Lee,} \reflink{Seber03}{2003};

\itc{Thiery et al.,} \reflink{Thiery06}{2006}].



An alternative to the ``elbow'' method is using gap statistics, which are generated based on resampling and Monte-Carlo simulation processes. For example, let $E_n^\ast{\log(W_k^\ast)}$ denotes the valuation of average dispersion $W_k^\ast$, obtained by bootstrap method, when $k$ clusters are formed by several random objects $f$ from the original dataset of $n$ size. Then gap statistics will be calculated as follows:



 \begin{eqnarray*}          % \begin{equation}\label{4}

\mathrm{Gap}_n(k)=E_n^\ast{\log(W_k^\ast)}-\log(W_k)

\end{eqnarray*}

 $\mathrm{Gap}_n(k)$ determines the deviation of the observed dispersion $W_n$ from its expected value, if the original data formed only one cluster.



\subsection{2.4. Validation of Clustering Results}



Currently, there are several ways to validate the results of clustering:



\begin{enumerate}

\item

 External validation -- comparing the results of cluster analysis with already known validation dataset;

\item

relative validation -- evaluating the structure of formed clusters by changing the algorithm parameters;

\item

internal validation -- obtaining internal information of clustering process;

\item

assessment of the clustering stability using resampling.

\end{enumerate}



The most widespread indexes are silhouette index and Calinski-Harabasz index [\itc{Sivogolovko and Thalheim,} \reflink{Sivogolovko13}{2013}].



One of the approaches to validate the results of clustering is the Calinski-Harabasz index.



Let ${\overline{d}}^2$  is the mean square distance between elements in clustering variety and ${\overline{d}}_{c_i}^2$ -- mean square distance between elements in cluster $c_i$. Then the distance inside groups will be:



 \begin{eqnarray*}   % \begin{equation}\label{5}

\mathrm{WGSS} = \frac{1}{2}\sum_{i=1}^{c}(n_{c_i}-1){\overline{d}}_{c_i}^2

\end{eqnarray*}

and the distance between groups will be:



\begin{eqnarray*} % \begin{equation}\label{6}

\mathrm{BGSS} = \frac{1}{2}\left(\left(c-1\right)

{\overline{d}}^2+\left(N-c\right)A_c\right)

\end{eqnarray*}

where $a_c = A_c/\overline{d}^2$ -- is weighted mean difference of distances between cluster centers and a mutual variety center. Then the Calinski-Harabasz index will be:



\begin{eqnarray*}

\mathrm{VRC} = \frac{\mathrm{BGSS}/(c-1)}{\mathrm{WGSS}/(N-c)} =

\end{eqnarray*}

 \begin{eqnarray*}

 \frac{{\overline{d}}^2+ [(N-c)/(c-1)]A_c}{{\overline{d}}^2-A_c} =

\end{eqnarray*}

 \begin{eqnarray*}  %  \begin{equation}\label{7}

 \frac{1+[(N-c)/(c-1)]a_c}{1-a_c}

\end{eqnarray*}

where $a_c=A_c/\overline{d}^2$. We can see, that if the all distances between points are similar, then

$a_c=0$ and $\mathrm{VRC} = 1$. $a_c=1$

  characterize the prefect clustering. The maximum value of  corresponds to optimal cluster's structure.



Another approach to validate the clustering results is using the silhouette index. Its values shows the degree of similarity between object and cluster that he belongs to, compared to another clusters

[\itc{Shi and Horvath,} \reflink{Shi06}{2006};

\itc{Soliman et al.,} \reflink{Soliman17}{2017}].



Silhouette of every cluster estimates as follows: let object $x_j$ corresponds to cluster $c_p$. Denote the mean distance from this object to other objects from this cluster  $c_p$ as $a_{pj}$  and the mean distance from this object $x_j$ to objects from another cluster as

$c_q,q\ \neq\ p $ as $d_{q,j}$.

Let $b_{pj} = \min_{q\neq p}d_{qj}$. This value means the measure of dissimilarity of single object with objects from nearest cluster. Thus, the silhouette of every single element of cluster calculates as:



 \begin{eqnarray*}   % \begin{equation}\label{8}

S_{x_j}=\frac{b_{pj}-a_{pj}}{\max(a_{pj},b_{pj})}

\end{eqnarray*}

The highest values of $S_{x_j}$ corresponds to better affiliation of element  $x_j$

to cluster $p$.  The evaluation of all cluster structure provided by averaging the value by elements:



 \begin{eqnarray*}   %  \begin{equation}\label{9}

\mathrm{SWC} = \frac{1}{N}\sum_{j=1}^{N}S_{x_j}

\end{eqnarray*}

Better clustering characterized by bigger values of , that achieved when the distance inside cluster $a_{pj}$ is small and the distance between objects from neighboring clusters $b_{pj}$ is big.



\section{3. Black Sea Surface Physiographic Zoning}

\subsection{3.1. Research Area}



The Black Sea is an inland sea, that belongs to the basin of the Atlantic Ocean. Its maximum depth reaches the mark of 2258 meters

(\figref{1})

[\itc{Barratt,} \reflink{Barratt93}{1993}].

The total area of the Black Sea is 420,325~km$^2$, and with the Sea of Azov -- 462,000~km$^2$

[\itc{Murray,} \reflink{Murray05}{2005}].



The average seasonal cycle of geostrophic circulation of the Black Sea [\itc{Ivanov and Belokopytov,} \reflink{Ivanov11}{2011}]:



\begin{itemize}

\item

	From January to March -- a single cyclonic rotation with a center in the eastern part of the sea, the western circulation is weakly expressed;

\item

from April to May -- a single cyclonic rotation with a center in the western part of the sea, the eastern cycle is weakly expressed;

\item

from June to July -- two cycles, the western more intense;

\item

from August to September -- two cycles, the eastern one is more intense;

\item

from October to December -- two cycles of equal intensity.

\end{itemize}



About 80\%

of the river flow is concentrated in the northwestern part of the Black Sea. The Caucasian rivers contribute about 13\%

of the water balance, while the runoff from Turkeys rivers is about 7\%

[\itc{Ghervas} \reflink{Ghervas17}{2017}].  % Ghervas.

The contribution of the Crimean rivers a is insignificant

[\itc{Belokopytov and Shokurova,} \reflink{Belokopytov05}{2005}].



The biggest river, that flows into the Black Sea is Danube. The Danube usually brings about 203~km$^3$ of freshwater into North-Western part of the Black Sea, decreasing the level of salinity there. Another big river, that flows into Black Sea is Dnieper from Ukrainian part and Rioni from Georgian

[\itc{Ozsoy and Unluata,} \reflink{Ozsoy97}{1997}].



\begin{figure*}[t]                        %  Fig  1

\figurewidth{35pc}

\setimage{}{}{35pc}{}{2020es000707-f01}

\shortcaption{Bathymetric map of the Black Sea.}

\end{figure*}



\subsection{3.2. Data}



We used the monthly averaged data from Copernicus Marine Environmental Monitoring Service (CMEMS) -- Black Sea Reanalysis, which are based on 5 components:



\def\bottomfraction{.8}

\def\textfraction{.15}



\begin{table}[b]                                   % Table 1

\tablewidth{20pc}

\caption{Estimated Data Accuracy Results for Temperature and

Salinity. From Left Side in Each Row -- for 1995--2015 Data.

From Right -- for 2005--2015} \vspace{5pt}

\begin{tabular}

{@{}l@{\hspace{9pt}}

c@{\hspace{18pt}}

c@{}}

\hline

\\ [-7pt]

Feature & BIAS v4 & DMS v4 \\

 [7pt]  \hline   \\ [-4pt]

SST (\deg C)          & $-0.07/-0.07$ & 0.58/0.59 \\

T (\deg C) 0--100 m   & $-0.02/0.025$ & 0.87/0.74 \\

T (\deg C) 100--300 m & $-0.03/-0.003$ & 0.15/0.09 \\

T (\deg C) 300--800 m & $-0.02/-0.02$ & 0.11/0.05 \\

S (psu) 0--100 m      & $-0.014/0.002$ & 0.33/0.26 \\

S (psu) 100--300 m    & $-0.006/0.009$ & 0.19/0.15 \\

S (psu) 300--800 m    & $-0.005/-0.002$ & 0.05/0.03\\  [7pt]

\hline

\end{tabular}

\end{table}



\begin{enumerate}

\item

	Ocean model -- Hydrodynamic model, which is a part of the NEMO (Nucleus for European Modelling of the Ocean) project;

\item

	scheme of data assimilation (OceanVar) for temperature and salinity profiles, satellite data for sea surface temperature, sea level anomalies etc.;

\item

	assimilated data -- in-situ data for environmental variables;

\item

	recovery scheme for environmental variables;

\item

basic large-scale adjustments.

\end{enumerate}





Data from this model have a high level of correlation with in-situ data, that increasing with depth. For example, the accuracy of temperatures spatial distribution in the Black Sea at depth of 30~m

about $\pm{1.5}$\deg C, at the depth of 70~m it decreases to

$\pm{0.3}$\deg C and at the depth of 1100~m is about

$\pm{0.04}$\deg C

(\tabref{1}).    %Table 1).



The quality of the model data, as well as the model itself, improve with increasing of in-situ observations numbers.



For Black Sea surface physiographic zoning we used 6 environmental parameters -- sea surface temperature, sea surface salinity, dissolved oxygen level, PO$_4$ and NO$_3$ content and primary production level.



\subsection{3.3. Results}



To understand, does dataset has a tendency to form clusters, we calculated a Hopkins index using the R-package ``clustertend''. It was equal to 0.0194, that means that this dataset can form clusters.



To estimate an optimal number of clusters, we used the R-package ``factoextra''. Results shown in

\figref{2}.    % figure 2.



\begin{figure}[t]                        %   Fig  2

\figurewidth{20pc}

\setimage{}{}{20pc}{}{2020es000707-f02}

\caption{Determining an optimal number of $k$ by elbow-method.}

\end{figure}



As we can see at the

\figref{2},

the elbow of our curve is located at 3, thus we can distinguish 3 completely different zones in the surface waters of the Black Sea

(\figref{3}, \figref{4}).

Allocation of this zones due equally to all of analyzed factors, except dissolved oxygen.



\begin{figure*}[t]                        %   Fig  3

\figurewidth{35pc}

\setimage{}{}{41pc}{}{2020es000707-f03}

\caption{Seasonal zoning of the Black Sea.%

{\bf A} -- Winter, {\bf B} -- Spring, {\bf C} -- Summer, {\bf D} -- Autumn.}

\end{figure*}



Based on statistical analysis all of these factors divided in two groups. First -- phosphates concentration, primary production and chlorophyll-$\alpha$, which are derivatives from each other -- the amount of phosphates impacts on amount of primary production and amount of primary production impacts on amount of produced chlorophyll-$\alpha$. Second are temperature, salinity and nitrates concentration.



Studying water objects, it's important to know a seasonal variability of zones, because of its very high change capability in time. Comparing with land, water systems aren't stable for long period of time and spatial distribution of factors can vary from season to season.



Generally, as we can see in figure, main reasons of zoning pattern forming are quantitative and qualitative characteristics on flows.



In winter season, there is a clear divide of the Black Sea from west to east. A significant role in this process is played by the interaction of the Black Sea with the Sea of Marmara, river flows in the northwest of the Black Sea and in the Caucasus and, in some cases, areas near the Southern coast of Crimea and the Kerch Peninsula due to the activity of currents from the Sea of Azov.



In spring season, the divide of the Black Sea occurs from north to south. In this case, a significant impact on this process is exerted by the significant flow of such rivers as the Dniester, Danube and Dnieper in the north-west of the Black Sea and the influx of water from the Sea of Marmara. Due to the interaction between two water masses radically different in their characteristics, it forms an intermediate zone between them, covering an area from the Kerch Strait to the Danube Delta.



In the summer, due to the nature of the internal currents in the Black Sea and changes in the volume of river flow, more saline water from the Sea of Marmara reaches the Danube. In spatial terms, the pattern of zones distribution in the Black Sea is similar to the winter one, in which they are located from east to west. The formation of the intermediate second zone is most likely due to the interaction with more fresh and cold water coming from the Sea of Azov.



In autumn, the formation of more fresh and colder waters off the coast of Turkey is observed, which is due to the significant flow of the rivers of the Turkish coast. The distribution pattern is more similar to the spring one, with significantly increased in size zone~1.



Annual zoning of the Black Sea is presented on  figref{4}.



\subsubsection{Zone 1.}

 Located in the North-West part of the Black Sea. Flows from Danube, Dniester, Dnieper and Southern Bug completely equal of 3/4 of a total flow into the Black Sea. Dominated northern and north-western winds helps in spreading of matters, endured by rivers. The main feature of this part of the sea is an active interaction of fresh water from rivers with salty water from south of the Black Sea. Near the shore water salinity reaches values about $7-8 \pm$. Temperature of water surface, as a salinity, increasing from shore to open sea. Temperature differences reaches

 1.5--2.0\deg C. Bioproductivity of this zone is quite high, mainly cause of active flowing rivers matter and\linebreak

fresh water. But local hydrophysical and hydrochemical

conditions condition high variability of bioproductivity with

fishkills.



\subsubsection{Zone 2.}

 Basically, forming of this zone determined by interactions between 1-st and 3-rd zones, where as a results of Black Sea

 currents and flows from big rivers, cold fresh water from the coastal areas mixed up with more cold and salty water from

 central part of the Black Sea. Located in the north-west part of the Black Sea, near the Crimean-Caucasus shore of Russia,

 Georgian and Turkey coasts. Biggest rivers here are Rioni, Tuapse, Kizilirmak, Yesilirmak and Inguri. Like the zone~1, location

 of the zone 2 is due to the flows from rivers. But cause of lower levels of flow amount, compared with the zone 1, their

 impact  on water of the Black Sea is quite lower, but noticeable. Values of salinity here doesn't differ from the central part

 ($1-2 \pm$ fresher), same as a temperature.



\begin{figure*}[t]                          %  Fig  4

\figurewidth{35pc}

\setimage{}{}{35pc}{}{2020es000707-f04}

\shortcaption{Physiography zoning of the Black Sea.}

\end{figure*}



\subsubsection{Zone 3.}

 Natural conditions of this zone are a common to the Black Sea. The area of this zone is the biggest. Located in the south and central part of the Black Sea and near the Kerch Strait. Salinity here is a quite high -- $19-20 \pm $, and reaches $24 \pm $ near the Bosporus Strait. The impact of the Sea of Azov is quite low, due to specificity of Azov currents. Amount of phosphates and nitrates is low due to lack of any big rivers, which are the main sources of their presence in the sea water. As a result, concentrations of chlorophyll-$\alpha$ is quite low too.



\section{4. Conclusions}



Thus, the methodological approach, showed in this paper, helps us to use it fully in zoning tasks to provide distinguishing from them completely different areas, that aren't similar. As we can see, the main advantages of this approach are lack of subjectivity that is inherent to humans, high level of analysis accuracy, possibility of constant model's modification by adding new {\itshape in-situ} data or by modifying the algorithm itself. Also, it should be noted, that the indisputable advantage of this approach is the ability to use it in any kind of territory, both in size and in properties.



As we talk about disadvantages of this approach, we should note a strong dependency from input data quality and data normalization, which in some cases can lead to significant distortion in the analysis results. The same we can say about data size. With significant amount of data, it may be difficult to conduct the research, which leads to completely change the used algorithm or to significant reduction in data size and, as a result, to simplification of the model and distortion of the real results. Generally, we should note, that using of this approach is justified in most cases, but the need of improvement and further optimization of it doesn't disappear.



Obtained results helps us to understand that applying of this

approach can helps us to go away from analytical and empirical

zoning approaches to have a math basis, uniformity of

calculations and process automatization. Conducted as an

example of this approach application, Black Sea physiographic

zoning generally is quite similar with previous works. It was

determined, that the most optimal number of the dissimilar

groups, based on analyzed factors is 3. Generally, their

spatial location based on places where rivers flows into the

Black Sea, and as a result more comfortable for different flora

and fauna. For example, the conditions, that formed in the

second area is quite comfortable for spawning of many

commercial fishes, Like {\itshape Liza haematocheilus},

{\itshape Engraulis encragicolus}, {\itshape Liza aurata},

 {\itshape Mugil cephalus}, etc. Thus, applying a machine learning approach in area's zoning tasks helps us to increase the quality of nature using and decision-making process.
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Discretization into 2 parts

Discretization into 3 parts

Characteristic Threshold P, [percent] Thresholds P, [percent]
Hipax, m 2082 13 1740; 2372 20
Hipin, m 684 26 509; 916 31
AH, m 1298 9 1099; 1496 22
[, m 37990 31700; 42790 18
gH 0.03887 0.02772; 0.05143 29
Q, [percent)] 19 10; 30 18
Mor 2;3 36
N; 2;3 17
Ry, 1,2 3
Dipnt, km 47, 84 4
Dy, km 0; 70 4
Dy, km 0; 107 14
N 2; 3 12
Binax, mGal -161.22; -118.80 41
Binin, mGal —225.84; -182.44 57
AB, mGal 43.51; 66.49 12
Anax, nT 83.29; 172.62 3
Apin, nT -169.54; -103.81 14
AA, nT 200.27; 332.02 8
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# | Hyax, m | Hyin, m | AH, m gH Mor Biax, mGal | By, mGal | AB,
Characteristic traits of class D (D-traits)
1 < —225.84
2 > 509 > £
3 > 1496 < —225.84
4 < 1740 < —118.80
5 < 0.05143 < —225.84
6 mountains/mountains < —225.84
7 not mountains/mountains < —225.84 > F
8 < 2372 < —225.84
9 > 509 > 1496 < —225.84
10 | <1740 > 1099 not piedmont/plains
Characteristic traits of class N (N-traits)
1 > 0.02772 > —225.84
2 > 1740 > —225.84
3 < 1099 > —118.80
4 > 0.02772 < —118.80 > —225.84
5 > 0.02772 > —225.84
< 0.05143

6 > 0.02772 > —225.84
7 > 1740 > 0.02772 > —225.84
8 mountains/mountains > —225.84

or piedmont /plains
9 mountains/mountains

or piedmont /plains
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