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 Abstract

The description of the behavior of the geomagnetic field in the geological past is greatly hampered by the paucity of the data both in space and time. In paleomagnetic studies, this circumstance is partly overcome through the use of the Geomagnetic Axial Dipole (GAD) model, which however becomes unsatisfactory when multipolar terms with non-zero time averages are introduced. Under these conditions, the only way to describe the spatio-temporal evolution of the paleofield is to investigate the temporal evolution of its statistical characteristics. An applicable method for such a description is the use of the Giant Gaussian Process model which does not determine the individual parameters but the probabilistic compatibility of a given model with empirical data. However, the specificity of the data entails many technical difficulties for the implementation of this method when applied to paleomagnetic and paleointensity data. An example of such an analysis applied to the Brunhes epoch clearly revealed the necessity of introducing the significant non-dipole terms in the ancient geomagnetic field configuration for this epoch. In addition, the problem of the discrepancy between models constructed separately for paleointensity and paleoinclination data was discovered. Hypotheses are to explain this discrepancy. 

 Introduction

First of all, the study of the Earth's main magnetic field requires the study of the available data. The corresponding theoretical descriptions may vary depending on the time scale we are interested in. Here we address the time scales of secular variation that exceed. Since, at smaller time scales, the magnetic field is also not constant in time, we assume that the value  B(r,t) (of the magnetic field at time  t at a given geographical location  r is constant over smaller time scales. In practice we may set it equal to the time-average of the observable values over some reasonably small time interval. Such an approach guarantees that the annual variation of  B(r,t) is of the order of few nanoteslas – that is negligible when compared with the precision of paleomagnetic records. The complete description of the Earth's magnetic field should ideally provide (with an appropriate precision) the vectorial value of  B(r,t) at any epoch in the past and at any geographical location  r. Unfortunately, this desirable target description is hampered by the fact that paleomagnetic data rarely come as 3D vectors. Retrieved from sedimentary and igneous rocks, paleomagnetic observations most often comprise only directional records whereas intensity records are much more seldom. Moreover, such records are sparse in time and space. Understanding the limitations due to the intrinsic of paleomagnetic data is thus of utmost importance.

Mathematically speaking [Backus, 1968] the Earth's magnetic field can only be recovered in a unique way if its vertical component is known everywhere at the Earth's surface (This follows from the uniqueness of the harmonic magnetic potential under the external Neumann boundary conditions). Unfortunately, the vertical component itself is not represented in the existing databases and can hardly be accurately recovered from the remanent magnetization of paleomagnetic samples. Whether we can reconstruct the vector  B(r,t) from the non-vectorial data, even assuming perfect measurements, is an open question. Two cases are of the special interest: (i) the directional-only data and (ii) the intensity-only data. The following questions are of special interest.

	 Assume the perfect knowledge of the directional data at a given moment  t0 from the past at any geographical location  r. In this case, to which extent can we reconstruct the vector field  B(r,t0) at any geographical location? 
	 Assume the perfect knowledge of the intensity data at a given moment  t0 from the past at any geographical location  r. In this case, to which extent can we reconstruct the vector field  B(r,t0) at any geographical location? 
	 How can we approximate the vector field from spatially sparse data at a given moment  t0?


The first two questions are known as "uniqueness problems"; the answers however depend on the additional constraints. For instance, for directional-only data we need to know the number  n of loci where the field vector is known to be either zero (no direction) or normal to the surface. The result [Hulot et al., 1997] states that the dimension of the space of solutions cannot exceed  n−1 in the general case. For instance, the geomagnetic field with only two poles (say, South and North magnetic poles) can be recovered – uniquely up to a global numerical multiplier – from directional-only data gathered at the Earth's surface. Since, in case of perfect measurements, the resulting uncertainty is an unknown parameter, it is enough to additionally know the single value  |B(r,t0)|. In real case anyway we need not to use the rich intensity data  |B(r,t0)| for the recovery the full vector field.

Consider now the case of intensity-only data. This is in some sense the complementary problem to the directional one. G. Backus [1970] showed the absence of uniqueness for the reconstruction, therefore we add to the intensity data the geographical locations where the magnetic field is tangent to the Earth's surface (i.e. dip-equator) as a supplementary condition. Then the main result of [Khokhlov et al., 1997, 1999] states the uniqueness of the reconstructed  B(r,t).

The conclusion is that the non-vectorial nature of most paleomagnetic records is not a dramatic obstacle if one assumes a GAD field geometry, but the problem of reconstruction still persists if one assumes a more complex geometry [Kaiser, 2012]. However, magnetic excursions and polarity reversals strongly suggests the existence of short-term departures from the GAD geometry. More surprisingly, recent palaeodirectional and paleointensity studies of the Devonian and the Ediacaran periods proved significantly non-dipolar geometry of the field on long-term time intervals. The detailed description of the field structure during these events/epochs is much more complicated than the one produced in the framework of the GAD hypothesis and needs to have more extensive full-vector paleomagnetic data. But even if this condition is fulfilled, this may be not enough as no complete theory of the uniqueness is known yet in the general case.

The assumption of the dipolar-like structure was long time taken for granted, in particular the documented human history of the last millennia proved no significant deviations from the modern structure of the main magnetic field. This dipolar assumption gives rise to many heuristic approximation methods to deal with geographically sparse data at a given moment. It is also crucial to all results in reconstruction of the ancient continents. In the following section, we will thus place a special emphasis on the dipolar. assumption.

 Global Descriptions and the Regional Data: The GAD Hypothesis and the Stationarity Assumptions

From the seventeenth century the magnetic field at the surface of the Earth is approximated by a magnetic dipole placed at the Earth's center and tilted on the order of ten degrees with respect to the rotational axis of the Earth. The quality of such approximation can be measured in average over the surface and provide roughly 80 percents of the real Earth's magnetic field there. The dipole axis intersects the Earth's surface at two points, referred to as the geomagnetic poles – they are differ in general from loci where the real field vector  B(r,t) is normal to the surface. The quality of such a dipolar approximation and the direction of the dipolar axis are both non-constant in time – these are the known facts about the observable modern secular variations of the Earth's magnetic field. The rather strong assumption is that the similar approximation is valid for almost all time periods in the Earth's history, i.e. any measured paleomagnetic direction or intensity value must be considered as the remanence of the ancient magnetic field with approximately similar structure (except for the value of the tilting angle  ϕ). In particular we have the dispersion of geomagnetic poles at the Earth's surface Another very strong assumption is that the corresponding probability density function is bimodal with with maxima at the geographic poles. Moreover, paleomagnetists widely believe in the rotational symmetry of this probability density function.

In particular, if we consider the expectancy of unit vectors that correspond to the geomagnetic poles distributed in the northern (southern) hemisphere then the expectancy vector is aligned to the rotational axis of the Earth. Let this be a weak form of the famous Geocentric Axial Dipole hypothesis which actually claims much more: the time-averaged geomagnetic field is that of a geocentric axial dipole [Merrill et al., 1998]. Neither the weak form nor the strong form of the GAD statement say nothing about the scale of the time-averaging, it is widely believed (after [Hospers, 1954]) that several thousands of years would be enough to provide the good fit. However the realness of this depends upon the hypothesis related to the value of the tilting angle and the rate of secular variations at all scales. In the more rigorous fashion we have to assume something about the stationarity of the corresponding random process of paleosecular variation (PSV) and the time-scale of its autocorrelation function. Indeed the rate of convergence of the arithmetical averages to expectancy is subjected to the properties of the correlation function. It is not at all traditional to incorporate these statistical considerations to paleomagnetic studies. As a result a lot of heuristic arguments related to the structure of the ancient magnetic field coexist even though being even in a disagreement with each other.

The problem of GAD consistency obviously persists especially for the poor and small datasets related to the deep past (say a billion year-old records, see [Meert, 2009]), however even for the more recent times the corresponding arguments are highly suspicious. Indeed, the approximation of the geomagnetic poles scattering that resulted from the VGP transformation of the paleomagnetic directional data has no definitive precision, since the latter depends upon the unknown tilting angle  ϕ used in the dipolar approximation. This does not mean that we must reject the GAD but a certain refinement of it is needed.

Before all we have to set the appropriate language of the descriptions and this would be of course the spectral representation of the Earth's main magnetic field (in magnetostatic approximation) at any given moment  t of time – that is the linear combination of the gradients of the spherical harmonic functions endowed with the the time-dependent coefficients (usually referenced as gaussian coefficients). In literature the traditional formula of this linear combination is using the magnetic potential in the spherical coordinate system  (r,θ,φ) (distance from the Earth's center, colatitude and longitude):

 B(r,θ,φ,t)=−∇[a∑l=1∞∑m=0l(ar)l+1(glm(t)cos⁡mφ+
  

	
  hlm(t)sin⁡mφ)Plm(cos⁡θ)]
	(1)	


 	 where  glm(t) and  hlm(t) are the time-varying coefficients (gaussian coefficients),  a denotes Earth's radius,  Plm is for Legendre polynomial function. Therefore the problem of reconstruction of the magnetic field is equal to the problem of reconstruction at a time  t (with a suitable precision) all gaussian coefficients from the paleomagnetic data that is sparse both spatially and in time. Unfortunately as a general rule the reconstruction of spectra from unevenly sampled data is not robust and in general has very poor precision (for instance this are well known facts for the Fourier spectrum of a real-valued function). Even though the problem of recovering gaussian coefficients from paleomagnetic data is highly nontrivial one can test the compatibility of GAD and paleomagnetic data. Indeed the dipolar approximation means that the magnetic field computed from the magnetic potential 1 with  gkl(t)=hkl(t)=0,  k>1 provides the good approximation of the real paleomagnetic data. Such a test was implemented several times on the timescale 0–5 Ma (where the continental drift is small): the world-wide paleomagnetic poles (recovered by VGP-transform of the normal and reversed paleomagnetic data) for this time span show the scatter around the geomagnetic poles see [Cox and Doell, 1960; Merrill et al., 1998] – this indicates support for GAD at least for its weakest form. Even for the weakest form some departures from the For the strong form of GAD we need the convergency rate of the time-averaged magnetic field – no exact global test is known yet because the accurate recovery of the time-dependency of gaussian coefficients is hardly achievable. For older than a few Ma past time the continental drift is not negligible but the position of ancient continents are usually determined by invoking the GAD: therefore the only argument in support of GAD is the absence of contradiction while positioning the extended regions of the continents during various geological epochs. Again here we use only the weak form of GAD.

The quantitative analysis of dipolar approximation therefore is not at all trivial and known attempts need some additional statistical settings and constraints; we consider the example of such a statistical approach below in more general fashion.

Even though the direct spectral transform of paleomagnetic data to the set of gaussian coefficients cannot be directly applied because of the sparse uneven distribution of the data one can apply mild conditions and consider certain finite approximations of the gaussian coefficients. The corresponding approach after the seminal papers [Bloxham, 1987; Bloxham et al., 1989] is implemented in sequence of geomagnetic models of Holocene, see the latest model in [Constable et al., 2016]. The idea is to find the truncated sequence of gaussian coefficients by means of the least square estimator of the differences between paleomagnetic data and the model field. The continuous in time functions  gkl(t),  hkl(t) are defined using finite set of nodes and the corresponding set of cubic B-splines. The robustness test of this construction in [Licht et al., 2013] show the wide enough error bars so this type of modelling provides valuable approximations of gaussian coefficients only for a few initial indices also with the very poor time resolution for times older than 1500 BC. No argument in support of GAD follow from such a model moreover these computations show the presence of the non-dipolar terms.

The conclusion therefore is that the geomagnetic field during the stable polarity epoch likely may have time-averages that are significantly distinct from the pure dipole aligned to the rotational axe of the Earth. This imply the study of the explicit description of the time-average geomagnetic field (i.e. averaged over the given time interval) together with the description of the deviations (paleosecular variations) from this average – these are so-called TAF and PSV studies, for the modern state of this research see [Johnson and McFadden, 2015]. We wouldn't repeat here the known facts from numerous TAF and PSV publications here, instead we recall the ordinary statistical approach and will describe below the corresponding implementation of it for GGP geomagnetic model.

 What Can the Non-Parametric Statistics Do?

We recall the well-known Mathematical Statistics construction that is key important for our paleomagnetic field studies. A standard statistical procedure tests the relationship between two statistical data sets, or a data set and synthetic data drawn from an idealized model. Such an idealized model typically describes the distribution laws of the random values involved, the non-parametric test then measures the probability to get the observed data in assumption that this theoretical laws are valid. For the statistical test we need the data records that we may assume statistically independent and obey the fixed theoretical distribution, for instance, the Kolmogorov–Smirnov test (KS-test) and the Anderson–Darling test (AD-test). For the most simple and robust case these two tests rely on the fact that, if a given data set  {xi},  i=1,…N is compatible with a uniform distribution over  [0,1], its empirical cumulative distribution function (cdf)  FN(x) should fluctuate within known limits about the theoretical cdf value  F(x)=x. The tested hypothesis should then be rejected if the empirical cdf  FN(x) departs too far from the function  y=x and the measure of such a departure is the probability of the corresponding distance for the idealized dataset. The KS-test and AD-test differ in a way chosen to assess the distance  ‖FN(x)−x‖ over  [0,1]:

	 the KS-test uses for the  ‖FN(x)−x‖ the maximum value  MN of  |FN(x)−x| over  [0,1], and is therefore most sensitive to departures of the  {xi} from a uniform distribution towards the middle of the segment  [0,1]; 
	 the AD-test uses for the  ‖FN(x)−x‖ the integral quantity 


 N∫01(FN(x)−x)2[x(1−x)]−1dx
 Because of the weight  [x(1−x)]−1, it is much more sensitive to the behaviour of  {xi} at both extremes of the segment  [0,1].

Note, that the quantitative result of these test is always the probability  p to observe from the ideal dataset (that obey the uniform law) the distances that are equal the quantity computed for the real data. As a common rule for the natural sciences we declare the incompatibility of the real data and the theoretical law when this probability  p is less than some threshold (the given level of consistency), usually 0.05. In brief: we reject those theories that explain the real case as somewhat almost not real! The non-parametric test do not insist on the "proof" of the theory, we stay with conclusion "not enough arguments found in the dataset to reject this theory", however this conclusion is strongly meaningful when we consider the big datasets.

Coming back to the PSV and TAF studies we may try to implement this approach providing we have the explicit theory for the paleomagnetic observables such as directions or intensities. Such a theory was suggested in [Constable and Parker, 1988] and is known as the Giant Gaussian Process or just GGP-model. Moreover this GGP-model defines the special transformation of the paleomagnetic data that converts it into the (presumably uniformly distributed at  [0,1]) sequences  {xi},  i=1,…N – therefore KS- and AD-tests are applicable without any significant changes.

 GGP-Approach in the Magnetic Field Modelling

The basic assumption of the GGP model claims that at times of stable polarity, the (finitely dimensional) vector with the components  gkl(t),  hkl(t),  l≤k≤M

 {g(t),h(t)}={g10(t),g11(t),h11(t),g20(t),…
 gMM(t),hMM(t)}M≫1
 is a single realization of a stationary random vectorial process. According to the general Kolmogorov consistency theorem (also independently discovered by British mathematician Percy John Daniell) [Tao, 2011] a suitable family of the probability distributions at any finite set  t1,t2,…tM will define the random process. In particular, if all such distributions are multidimensional normal (i.e. have Gauss probability densities), the random process called Gaussian process (do not confuse this with the name of spectral coefficients  gkl(t),  hkl(t)) and, therefore the explicit formula of the multidimensional probability densities needs only knowledge of expectations and covariation functions.

In other words, the GGP model assumes that the temporal evolution of the geomagnetic field during a given long period of time (say, for instance, between two reversals) can be described in terms of statistical fluctuations of the field about a mean field.

Because of representation (1) and the stationarity condition the temporal evolution can be described in terms of fluctuations of the random vector  {g,h} (made of coefficients  g={g10,g11,…,,  h={h11,h21,…,hlm…}) about some average model  {E(g),E(h)}. Assuming that these fluctuations can be described in terms of a short term memory stationary random Gaussian process (which is consistent with both historical geomagnetic and archeomagnetic variations – see e.g. [Hongre et al., 1998; Hulot and Le Mouël, 1994]), and that any two paleomagnetic observations are always separated by a period of time larger than the memory (short memory is described in terms of rapidly decreasing autocovariation functions) of the process (memory is of the order of a couple centuries), each paleomagnetic data can then be viewed as a local (both in time and space) independent realization of a random Gaussian drawing. Describing the paleomagnetic field in terms of generalized GGP simply consists in identifying the first and the second moments of the Gaussian statistics of  k best predicting the observed statistics for the paleomagnetic data. The mean and fluctuating fields are then characterized by the expectations  E(gij),  E(hkl) and the covariance matrix.

This description of the paleomagnetic field generalizes the original GGP of [Constable and Parker, 1988] which was build upon two additional important simplifying assumptions: first, that the gaussian coefficients could be considered as being independent from one another, and second, that all Gauss coefficients sharing the same degree  n, would share the same variance  σn. In other words, the original GGP further assumed that

 cov(hij,hkl)=cov(gij,gkl)=δikδjlσk2
 cov(gij,hkl)≡0
After the studies [Constable and Johnson, 1999; Johnson and Constable, 1997] of the past 5 Ma all recent TAF models for that period include some amount of anisotropy of the fluctuating field. This is indeed the refinement of the GAD conjecture for the given epoch of stable polarity; at a larger scale of several such epochs testing the GAD conjecture rely on the GGP-parameters at smaller scales.

At present all gaussian coefficients are usually assumed to be mutually independent i.e. the autocovariance matrix  C(0) is diagonal. There exist several candidates (that differed in their statistical parameters) to be the best GGP-model and it is worth to compare them using the mentioned above non-parametric statistical approach and various types of paleomagnetic data: intensity-only data, directional data and available collections of 3D paleomagnetic measurements. Below we explain the necessary transformations of the corresponding types of data in order to apply KS- and AD-tests.

 But Why the GGP Model?

We have shown above, that the GGP model for the past geomagnetic field has at least clear statistical structure: for a given set of parameters (expectations and covariation matrices) the testing process of this set against the real data looks like as the routine non-parametric statistical test. This contrast with those approaches that use the GAD hypothesis: for instance computations with VADM and VGP-transform are in fact nonlinear on  gkl(t),  hkl(t) and therefore shadow in an uncontrolled way the non-dipole content in the geomagnetic data. Such a convenience of the statistical methods within GGP-approach is already sufficient argument but there is more fundamental consideration in support of GGP-approach in geomagnetic modelling: namely the study of the computational numerical solutions of so-called geodynamo differential equations. It appears reasonable (see e.g. [Bouligand et al., 2016]) to conduct the GGP simple tests using the modern calculations of the numerical geodynamo models: series of such calculations was carried out in the past two decades in a number of studies (the detailed review see [Christensen, 2011]).

In general a statistical analysis can only be correctly conducted when based on the ensemble of the solutions; meanwhile, the corresponding geodynamo data are unavailable for us as of now. Generally speaking, the appearance of non-Gaussian distributions in turbulent dynamical systems was noted in the analysis of the properties of fluid dynamic equations a fairly long time ago. The refined analysis of the hydrodynamic empirical data also showed that the corresponding distributions are similar to the Laplace distribution. The idea to interpret the statistical properties of these data in terms of mixtures of Gaussian laws emerged in the article [Barndorff-Nielsen, 1979]. Computational geodynamo models are also considered for turbulent regimes and, thus, the effects we observe in the numerical geodynamo solutions reasonably well agree with the properties of the data that were previously yielded by the physical experiments with turbulent systems; hence, these effects cannot be attributed to purely computational artifacts.

The cases when the geodynamo parameters correspond, in the context of the up-to-date notions, to the parameters of the magnetic field of the Earth are particularly interesting. In these cases, the key interest lies in the statistical characteristics of the time-dependent coefficients  gkl(t),  hkl(t), primarily in respect of elucidating the validity conditions of the GGP hypothesis. However, all hypotheses cannot be tested correctly and correct statistical estimates cannot be obtained with a single numerical solution; this can only be achieved with an ensemble of solutions (that are sufficiently extensive for statistics) with different initial conditions. As is well known, the substitution of ensemble statistics to time statistics is only possible when a random process is stationary and ergodic. In practice, the stationarity and ergodicity of data are frequently assumed without reasonable grounds for this; however, this assumption is not always true and its violation can result in the unexpected consequences.

For instance, in [Khokhlov et al., 2017] we studied the numerical solutions of [Lhuillier et al., 2013] with a resolution up to the spherical harmonics of order 44, which guaranteed the ratio of the minimal-to-maximal amplitudes of the spatial spectrum (averaged over the volume of the liquid core). The total volume of the obtained data contains 2,676,712 time points corresponding to the time interval of 33.45 Ma (It is worth to mention also the early attempt [Bouligand et al., 2005] to test the GGP approach related to the numerical solutions of the early Earth-like model of [Glatzmaier et al., 1999]).

We analyzed the statistics for coefficients  gkl(t),  hkl(t) on the intervals of constant polarity. The direct tests of the distribution parameters at reasonable time-scales show the zero-valued expectations for the coefficients of degree  >1, however, this may reveal just the nature of the particular computational geodynamo model but may be not relevant to real paleomagnetic data. Though the short memory statement seems with the high confidence to be true, there is also a feature that is for the first glance incompatible with the GGP-model statements.
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  Namely, we constructed the distribution histograms of the coefficients (based on the 2,323,995 data points of the time series) up to the degree  n≤12. These histograms (see for instance Figure 1 left) turned out to be noticeably different from the Gaussian and, moreover, the obtained shapes were much better described by the Laplace distribution formula  y(x)=const×exp⁡(−|bx|). On the other hand, from the GGP description, it follows that the corresponding  gnl(t),  hnl(t), distributions should be Gaussian and, hence, the appearance of non-Gaussian forms in the numerical solution of a particular geodynamo not only raises the question of GGP applicability limits but also challenges some estimates associated with the statistical processing of the magnetic data.

It should be born in mind that the shape of the histogram depends on the amount of data and the way they are binned. In the case of the applicability of statistical methods the shape of the histogram stabilizes as the amount of the data increases. When instead of an ensemble of independent realizations there is only a single realization of a certain random process, for the applicability of the statistics, it is required that the statistical properties of the data be the same irrespective of the time interval selected for the study. In formal language this property is termed the stationarity of the process and, of course, it is by no means always the case in practice. The statistical estimates based on short segments are usually inaccurate and may only describe the general properties of the distribution. With the increase of the segment, in the case of a stationary process, the corresponding pattern of the distribution becomes more refined; therefore, generally speaking, the characteristic of the stationary behavior for a single realization refers to a certain (particular) length of the time segment. Similarly, in a study of an ensemble of realizations on a fixed time segment, statistical estimates will require a large number of such realizations.

Therefore, we recovered from these numerical solutions that we must be careful when speaking about the stationary character of the geodynamo model and therefore geomagnetic field. For instance, Figure 1 on the right, shows a histogram for coefficient  h22 for a relatively short segment of the solution containing data samples at successive time points. This shape of the histogram on a semilog scale is reasonably accurately described by the convex curve close to the parabola. Hence, albeit, with some caution, we may speak of the Gaussian character of the process at reasonable time-scales (in geomagnetic units spanning  ≈100,000 years and therefore consistent with the time of the constant polarity) while the larger time intervals must be considered as the union of several stable processes however differ in their parameters. In such conditions the stabilization of the histogram about the non-Gaussian form with the increase of the analyzed time interval suggests that the randomization model (hence a non-gaussian model that is also referred to as a mixture of distributions, see [Barndorff-Nielsen, 1979]) is much more suitable here.

The study of the time evolution of coefficients  gkl(t),  hkl(t) in the geodynamo solutions [Lhuillier et al., 2013] shows that the secular variations on short time segments and those on intervals that are long in terms of the distribution of the probable values are dissimilar. Specifically, on short segments, the GGP model can be (with a certain degree of caution) assumed to be valid; i.e., secular variations can be considered as a stationary Gaussian process (although, strictly speaking, we should ascertain that a mixed multivariate distribution is also Gaussian). A sufficiently long time interval is however subdivided into several segments so that the parameters of the corresponding stationary Gaussian processes on these segments differ. Hence, the statistics of the global behavior of the process of secular variations will differ from the local statistics, which is reflected, e.g., in the form of the histograms for  gkl(t) and  hkl(t). A refined description of the global behavior of secular variations can be given in terms of the mixture of several Gaussian stationary processes, which can be informally described as switching between different modes of behavior. This property is by no means new for dynamical systems since it accompanies the fairly common phenomenon of intermittence in the observed solutions [Frisch, 1995]. The particular numerical geodynamo solutions [Lhuillier et al., 2013] were obtained in a model setting with particular parameters; therefore, the type of the observed intermittence (and even its probable absence) also depends on these parameters. The question on whether intermittence exists, and if so, which particular intermittence exists in the magnetism of the real Earth remains unclear. The answer to this question can be obtained by two approaches: by accumulating representative and accurate data for the intervals of stable polarity in the geological history of the Earth or by studying the question about the correspondence of these types of parameters to the real conditions in the liquid core of the Earth. As of now, the second approach appears to be more realistic, in terms of the available possibilities.

We may conclude that the GGP is indeed a good candidate to model the real geomagnetic field.

 GGP and the Full-Vector Paleomagnetic Data

The local magnetic field probability distribution function can easily be derived from the formula for magnetic potential: obviously the local pdf is Gaussian. When the data is vectorial, vector errors can first be considered as independent gaussian vectorial increments added to the error-free vector value. As explained in, e.g., [Constable and Parker, 1988] the 1 formula implies that vector samples  x=(x1,x2,x3) of the modelled field at a given site (i.e. location  r,θ,φ) at the Earth's surface will behave as if drawn from a 3D Gaussian distribution defined by a mean vector  m=(m1,m2,m3) (in local cartesian coordinates) and a covariance matrix  Cov(x,x)=[cov(xi,xj)], the details of which depend on the site location, the mean field Gauss coefficients  {glm,hlm} and the covariance matrix  Cov(k,k) of the GGP model (see, e.g., [Khokhlov et al., 2001, 2006] for detailed formulae, which need not be made explicit here).

In principle, testing whether a GGP model is compatible with paleomagnetic data simply consists in testing such pdfs against data at each site where data have been collected. But these data are often sparse and only relatively few data can be tested against the corresponding distribution for a given site. In addition, these data are always measured and archived with some information about their errors, and this too needs to be taken into account.

When the data is vectorial, dealing with such issues is relatively straightforward. Vector errors can first be considered as independent gaussian vectorial increments added to the error-free vector value. The corresponding 3D-Gaussian error pdf can then be convolved with the 3D-Gaussian pdf to produce yet another 3D-Gaussian pdf to be tested against the data from a given site. At such a single site, and for such a classical comparison, numerous statistical tests are available [Press et al., 2002]. Simultaneously testing data from different sites (to test the regional or global compatibility of a GGP model against such data, assuming the data from different sites are independent) is then also possible. It just requires some preliminary data transformation to ensure that the local pdfs are reduced to a common standard isotropic 3D-Gaussian distribution. This transformation is a linear coordinate change in the local (site) cartesian frame. Regional or global tests can then easily be performed by comparing the transformed data against the common 3D-Gaussian pdf, again using standard tests. This possibility, however, is linked to the fact that all local data satisfy 3D-Gaussian pdfs.

Unfortunately, only a small part of palaeomagnetic records are 3D-vectorial but most of them are directional-only and some – are intensity-only.

 GGP and the Intensity-Only Paleomagnetic Data: Uniformization

In this section we follow our paper [Khokhlov and Shcherbakov, 2015]. The GGP-model prescribes all statistical characteristics of the model data  B(r,θ,φ) at a given site  r,θ,φ, note, that  |B| has the distribution of length of the 3D-Gaussian vector and by no means is Gaussian – we denote the corresponding model probability density function as  f|B|(x). For each value  b the probability  u(b)=P{|B|<b} is the left  u(b) - quantile of random  |B| value. On the other hand at the same site we may compare this theoretical quantile with the relative number of those  bi from real paleointensity data  {bi} that are smaller than  b, i.e. we compare the theoretical quantile with empirical quantile. When the model is true then the empirical quantile should be close to the theoretical one; that is the empirical cumulative distribution function (cdf) of  {u(bi)} is close to the diagonal. In other words the set  {u(bi)} would be close to uniformly distributed points at  [0,1]. We call uniformization the transformation  bi↦u(bi)=ui because after this we expect the uniform population  {ui} in case of compatibility between the GGP-model and initial data. For scalar random populations this approach is classical. In the more general case of several sites we start from GGP-model and produce local statistical behaviours at each site and deduce a local, regional or global measure of the adequacy of the model to the data. To test this final data set against a uniform distribution over  [0,1], we relied on two different tests already mentioned above: the KS-test and AD-test.

In practice, for each of the uniformized data set  {ui} we had to test, we computed the merit values  MN and  IN, together with the probabilities  P(MN) and  P(IN) for the null hypothesis to have produced such large, or even larger, values for respectively  MN and  IN. Whenever  P(MN) and  P(IN) were found to take values very close to 0 (typically 0.05 or less), the null hypothesis had to be rejected and the GGP model under consideration had to be considered incompatible with the data-set at this level of confidence.

For the uniformization transform the declared measurement error should be taken into account. In the error-free case we have for  u(b) and the model probability density  f|B|(s)

 u(b)=P{|B|<b}=∫−∞bf|B|(s)ds
 and in presence of unbiased error  α having pdf  gα we must substitute the probability density function  f|B| with the convolution  f|B|∗gα. The explicit analytic cumbersome expression for  f|B| in a given geographical location exists, but the use of it is not that easy (see Appendix in [Khokhlov and Shcherbakov, 2015]), in practice, therefore, we may use a Monte Carlo approach to synthesize a large number of model data with a declared error and compute with the necessary accuracy the uniformization  bi↦ui.

 GGP and the Inclination-Only Paleomagnetic Data

Similar reasoning can be applied also for the inclination-only paleomagnetic data providing the locations of geographical locations are known – this is rarely the case for the records older than 5 Ma because of the continental drift impact. In general we may apply the non-parametric test to 1D paleomagnetic data and moreover we may use simultaneously the different types of 1D data providing that these records are independent.

 GGP and the Directional-Only Paleomagnetic Data: Uniformizations

The directional-only data no longer consist of  x=(x1,x2,x3) local cartesian coordinate values but of unit vectors  u=x/|x|. Local non-parametric tests against a GGP-model require the explicit form of the local probability density function predicted by the GGP model in terms of the directional vector  u on the unit sphere  S2. Note that this Angular Gaussian distribution  s(u) thus results from integration over all lengths  ρ of the 3D-gaussian distribution. As shown by [Khokhlov et al., 2006] (see also [Bingham, 1983] for series expansions in the case of an Angular Gaussian distribution corresponding to an isotropic 3D-Gaussian distribution), this indeed gives the explicit formula for the Angular Gaussian distribution. Errors in paleomagnetic directional measurements are commonly treated as Fisherian (Tauxe, L., et al., 2018. Essentials of Paleomagnetism, 5th Web Edition. http://ltauxe.github.io/Essentials-of-Paleomagneti sm/WebBook3.html). To test a given GGP-model against a given directional data set with associated errors, one thus has to convolve a Fisher distribution with the local Angular Gaussian distribution, details see [Khokhlov et al., 2006]. He uniformizing transformation of the directional data however is not as simple as in the case of vectorial or 1D data, see details in [Khokhlov and Hulot, 2013; Khokhlov et al., 2006]. The final simultaneous tests of the uniformized directional data from one or several different sites by means of mentioned above non-parametric AD- and KS-tests are arranged exactly as before.

Taking advantage of the 2D nature of the unit vector  u∈S2 we may apply even more sophisticated uniformization procedure that transforms the directional measurements  {u1,u2,…} to the vectors in  [0,1]×[0,1]⊂R2 so that the statistical compatibility of directional measurements with the given GGP-model is equivalent to the statistical compatibility of the population  {(t1,s1),(t2,s2),…} with a uniform distribution in the unit square  [0,1]×[0,1]. In that case, both KS- and AD-tests are applicable together with less known additional empirical and approximate tests [Khokhlov and Hulot, 2013].

 Some Problems: The Intensity-Only Data and GGP-Models

Assume we are given the particular set  k of GGP-model parameters and the paleomagnetic database. We may preselect  N paleomagnetic records from this database to have them uncorrelated and then using the described above procedure of uniformization (that is based on parameters  k) transform them into the population  {xi},  i=1,…N from  [0,1]. After that KS-test and AD-test produce the corresponding confidence values  and [INLINE-149 ] such that we may reject the hypothesis of uniformity for  with confidence . The natural science prescribe the ultimate rejection when , otherwise we should consider the population , [INLINE-154 ] to be compatible with the uniform distribution over  and therefore the set of parameters  is compatible with the real data. Trying several different sets of parameters we may select those that are compatible with the given paleomagnetic dataset. It comes out that for the existing databases for the Brunhes chron there are not that many admissible sets at least if we vary only  and [INLINE-158 ]. Moreover, we may take into account for each admissible parameter set  its corresponding -value and assume that the admissible set of parameters  is better than the admissible set  if [INLINE-163 ].
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  We started this research of databases by using the databases of paleomagnetic directions [Cromwell et al., 2018; Johnson et al., 2008; Quidelleur et al., 1994]), results were partly published [Khokhlov and Hulot, 2013; Khokhlov et al., 2006] or presented at AGU [Hulot et al., 2012; Khokhlov et al., 2013] – in all those cases shown are the compatibilities only for GGP-models with statistically noticable non-zero expectations of non-dipole terms. Recently we published [Shcherbakov et al., 2019] the similar research that uses Brunhes chron intensity records: that is an attempt to recover the directional features of the ancient field from only field intensities. For our analysis, we use the world palaeointensity database http://wwwbrk.adm.yar.ru/palmag/database.html maintained by the Geophysical Observatory "Borok" that includes practically all known published paleointensity results. The result of [Shcherbakov et al., 2019] shown on left on Figure 2 crudely speaking does not contradict but not in a perfect agreement with the results [Hulot et al., 2012; Khokhlov et al., 2013]. Moreover, comparing results for the paleoinclinational and paleointensity data, we see that no bright areas in the left and right figures on Figure 2, corresponding high probabilities of their occurrence, fit each other all over the diagrams. It means that the results that use the intensity-only records differ radically from those that use paleoinclinations from the same database, see right plot on Figure 2 right.

Finding the reasons for this discrepancy is beyond the scope of this paper, because even a thorough statistical analysis provides only a formal assessment of the validity of the hypothesis, which is tested on data from a catalogue. In other words, it is a discrepancy is not explained in the GGP model. However, since the discussion of this problem is of great interest for paleomagnetism and rock magnetism, we present our current view on this issue below.

Differences between the results for paleointensity and paleoinclination are due to a significant underestimation of paleointensity in high latitudes, both in the northern and southern hemispheres [Shcherbakov et al., 2019]. A possible explanation is based on the influence of a significant quadrupole term. A similar observation was recently made by [Muxworthy, 2017].

Processing the database we see that the VADM values obtained for the low-latitudes sites are systematically higher than the values for the high-latitude sites so that the mean VADM values for these distributions are 8.02 and 6.7, respectively. It is intuitively clear that the difference between these values is too large to assume the data for latitudes  and [INLINE-165 ] to be generated by a random process corresponding to the axial dipole hypothesis in which case the mean VADM values should not depend on the latitude of their determination. This consideration is also supported by the outcome of the KS-test which shows that the probability of this event is in this case close to zero.

We note by the way that a mirror explanation of this effect by the overestimation of the paleointensity at high latitudes is also probable; however, for definiteness, we hold the first concept. At the same time, the behavior of paleoinclinations is free of these peculiarities (remember that the statistical tests from above never give unique GGP-model, but only help to exclude those GGP-models that are incompatible with the data).

This naturally raises the question about a discrepant behavior of the paleointensity and paleoinclination data. There are two probable explanations.

	 The GGP model misses some peculiarities in the configuration of the geomagnetic field that cause the field to differ statistically from the dipole and have a strong latitudinal dependence, whereas the distribution of the angle parameters remains close to the dipole and the role of the nondipole components is insignificant. 
	 The empirical data contain many incorrect determinations and therefore strongly distort the true pattern of the behavior of the geomagnetic field in the Brunhes. 


The first variant calls for seeking a new model describing the geometry of the geomagnetic field in the past geological epochs and secular variations of the field, which would be able to explain the mentioned peculiarities in the distributions of the paleointensity and paleoinclinations. Clearly, this task requires much effort and goes far beyond the scope of this paper. However, we note one important point: the specifics of the spatiotemporal distribution of the field can be due to the nonstationarity of the geodynamo process. Indeed, according to [Bouligand et al., 2016; Khokhlov et al., 2017], secular variation can be considered as a stationary Gaussian process (as required by the GGP-model) only on a relatively short time interval because on sufficiently long intervals, the nonstationarity of the generation processes of the geomagnetic field becomes apparent. As was shown by the analysis of the statistical characteristics of the geomagnetic field generated in the numerical geodynamo models [Khokhlov et al., 2017], secular variations should rather be described in terms of the intermittence when the generation process is subdivided into the segments with a duration of about 100 ka because the parameters of the respective stationary Gaussian processes differ on these segments. However, the GGP scheme, generally speaking, ignores intermittence providing stationary distributions of the coefficients on all the time intervals despite the fact that the parameters can (and most likely do) vary.

At the same time, it must be recognized that in any case there will be serious doubt that we will manage to obtain the desired result in this way because both the intensity and the angular components of the field are derived from the same potential and are therefore correlated with each other. Hence, we can barely imagine a geometry of the field in which the distribution of the intensities across the globe would strongly differ from dipole while the distribution of the angular elements remain close to dipole (see notes on uniqueness from above).

In our opinion, a much more probable cause of the discussed controversy lies in the artifacts associated with erroneous determinations of the paleointensity [Khokhlov and Shcherbakov, 2015]. We are speaking here of paleointensity because the determinations of paleodirections, particularly from young rocks, are much less prone to the risk of obtaining a wrong result. Here we primarily need to mention the risk of misidentifying the nature of remanent magnetization (NRM). The point is that for the correct paleointensity determination by the Thellier method it is necessary that a rock carry thermoremanent magnetization (TRM). However, as hypothesized in [Draeger et al., 2006; Smirnov et al., 2005], TRM can have a similar temperature stability and, hence, close spectra of the blocking temperatures with chemical remanent magnetization (CRM). This hypothesis was subsequently supported in [Gribov et al., 2017; Shcherbakov et al., 2017], where it was shown by the experiments and calculations that, when applied to CRM, the Thellier method yields underestimated the intensity value. All these points allow us to associate the phenomenon of underestimating VADM with the fact that NRM was misidentified as TRM, whereas the tested rocks actually carried CRM. This interpretation was suggested in [Khokhlov and Shcherbakov, 2015] where, based on the analysis similar to the one described here, the presence of more than 40 underestimated VADM values for the Brunhes in the WDB were pointed out.

However, here we should make a reservation that TCRM could be yet a reliable source of palaeomagnetic information, providing unbiased palaeointensity determinations if TCRM was acquired during oxy-exsolution of TM grains below Curie temperature [Shcherbakov et al., 2019].

Thus, it must be recognized that as of now we cannot offer a self-consistent reasonable explanation for the discussed peculiarities of the Brunhes distribution of paleointensities, and this problem remains an enigma to be solved by future research studies. Undoubtedly, its solution is vitally important and highly relevant for the interpretation of the paleointensity data in all the geological epochs. Developing a technique for the joint analysis of the paleodirections and paleointensities instead of analyzing them separately could be a possible way of solving this problem.

 Conclusions

	 The applicability of the Geocentric Axial Dipole approximation to the description of the spatio-temporal configuration of the ancient geomagnetic field is in general doubtful and often needs to be refined in terms of the Giant Gaussian Process. 
	 The main difference between the traditional and GGP approaches for the description of paleomagnetic and paleointensity data is the statistical nature of the GGP, when not the single values of parameters are estimated, but the probability of their joint ability to fit the real data. 
	 Applying the GGP modelling to paleointensity and paleoinclination data from the Brunhes epoch revealed a puzzling situation where paleointensity and paleoinclination data are compatible with statistically distinct GGP models. We believe that the impossibility to select unique GGP parameters compatible with both these data sets indicates that either that the process of PSV is too far from stationarity at a given time scale, or that systematic errors are present in the datasets. 
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Figure 1. Histograms of coefficient  h22, horizontal scales in nT. Left: histogram of 2,323,995 values corresponding to time interval 33.45 Ma. Right: histogram of 8008 time values (covering interval of 100 ka), Gaussian approximations of distributions are shown.
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Figure 2. Estimation of consistency of paleointensity (left) paleoinclination (right) data with GGP model: probabilities  p on grey scale for series of GGP models as function of mean intensities of quadrupole  g20 (along horizontal) and octupole  g30 (along vertical) terms given in  μT. Colored bands correspond to  p-values (see main text).





[image: RJES]        [image: Powered by MathJax]


 
Citation: Khokhlov Andrei V., Valeriy P. Shcherbakov, Florian Lhuillier (2020), Using the Giant Gaussian Process model from paleodirectional and paleointensity data to investigate paleomagnetic secular variation, Russ. J. Earth Sci., 20, ES6013, doi:10.2205/2020ES000710.
 

Copyright 2020 by the Geophysical Center RAS.


Generated from LaTeX source by ELXfinal, v.2.0 software package.



RUSSIAN JOURNAL OF EARTH SCIENCES, VOL. 20, ES6013, doi:10.2205/2020ES000710, 2020


Figures    [Click on image to zoom]


	


Figure 1

	


Figure 2







[image: RJES]        [image: Powered by MathJax]


 
Citation: Khokhlov Andrei V., Valeriy P. Shcherbakov, Florian Lhuillier (2020), Using the Giant Gaussian Process model from paleodirectional and paleointensity data to investigate paleomagnetic secular variation, Russ. J. Earth Sci., 20, ES6013, doi:10.2205/2020ES000710.
 

Copyright 2020 by the Geophysical Center RAS.


Generated from LaTeX source by ELXfinal, v.2.0 software package.
RUSSIAN JOURNAL OF EARTH SCIENCES, VOL. 20, ES6013, doi:10.2205/2020ES000710, 2020


Article Map

Using the Giant Gaussian Process model from paleodirectional and paleointensity data to investigate paleomagnetic secular variation

	Abstract

	Introduction

	Global Descriptions and the Regional Data: The GAD Hypothesis and the Stationarity Assumptions

	What Can the Non-Parametric Statistics Do?
	GGP-Approach in the Magnetic Field Modelling



	But Why the GGP Model?

	GGP and the Full-Vector Paleomagnetic Data

	GGP and the Intensity-Only Paleomagnetic Data: Uniformization

	GGP and the Inclination-Only Paleomagnetic Data

	GGP and the Directional-Only Paleomagnetic Data: Uniformizations

	Some Problems: The Intensity-Only Data and GGP-Models

	Conclusions

	Acknowledgments

	References



Figures


	Figure 1. Histograms of coefficient  h22, horizontal scales in nT. Left:...

	Figure 2. Estimation of consistency of paleointensity (left) paleoinclination...






[image: RJES]        [image: Powered by MathJax]


 
Citation: Khokhlov Andrei V., Valeriy P. Shcherbakov, Florian Lhuillier (2020), Using the Giant Gaussian Process model from paleodirectional and paleointensity data to investigate paleomagnetic secular variation, Russ. J. Earth Sci., 20, ES6013, doi:10.2205/2020ES000710.
 

Copyright 2020 by the Geophysical Center RAS.


Generated from LaTeX source by ELXfinal, v.2.0 software package.
RUSSIAN JOURNAL OF EARTH SCIENCES, VOL. 20, ES6013, doi:10.2205/2020ES000710, 2020


Contents

Using the Giant Gaussian Process model from paleodirectional and paleointensity data to investigate paleomagnetic secular variation

	Abstract

	Introduction

	Global Descriptions and the Regional Data: The GAD Hypothesis and the Stationarity Assumptions

	What Can the Non-Parametric Statistics Do?
	GGP-Approach in the Magnetic Field Modelling



	But Why the GGP Model?

	GGP and the Full-Vector Paleomagnetic Data

	GGP and the Intensity-Only Paleomagnetic Data: Uniformization

	GGP and the Inclination-Only Paleomagnetic Data

	GGP and the Directional-Only Paleomagnetic Data: Uniformizations

	Some Problems: The Intensity-Only Data and GGP-Models

	Conclusions

	Acknowledgments

	References



Figures




[image: RJES]        [image: Powered by MathJax]


 
Citation: Khokhlov Andrei V., Valeriy P. Shcherbakov, Florian Lhuillier (2020), Using the Giant Gaussian Process model from paleodirectional and paleointensity data to investigate paleomagnetic secular variation, Russ. J. Earth Sci., 20, ES6013, doi:10.2205/2020ES000710.
 

Copyright 2020 by the Geophysical Center RAS.


Generated from LaTeX source by ELXfinal, v.2.0 software package.OPS/TOC710.xhtml




Contents



		Abstract



		Introduction



		Global Descriptions and the Regional Data: The GAD Hypothesis and the Stationarity Assumptions



		What Can the Non-Parametric Statistics Do?

		GGP-Approach in the Magnetic Field Modelling









		But Why the GGP Model?



		GGP and the Full-Vector Paleomagnetic Data



		GGP and the Intensity-Only Paleomagnetic Data: Uniformization



		GGP and the Inclination-Only Paleomagnetic Data



		GGP and the Directional-Only Paleomagnetic Data: Uniformizations



		Some Problems: The Intensity-Only Data and GGP-Models



		Conclusions



		Acknowledgments



		Figures

		Article Map









OPS/images/2020es000755-o01.png
GeologyScience.ru

Information and Analytical
Geological Environment

Response
PDF Processing AP request
Service
Multidimensional APl roquest
data analysis  je—2o et
methods

request l

OALPMH

Response

“Scientific

Other Blocks

Publications" Block

uantitative
Data" Block

Computational and
analytical
environment

osuodsas

304

Geographically
ributed sources

2

World Data
Centers

Quantitative
Databases

Repositories






OPS/images/2020es000755-o02.png
PDF-file

Table 2. Chemical analysis data of quartz porphyrtes from the.
Molodezhnoye deposit

[sampie
No. [0 Tion]

Content in weight percent
F T =

39| 204]0s8Torr

! ! Extracting

Description | | Data |

Metadata






OPS/images/2020es000710-th01.png
AA





OPS/images/2020es000710-th02.png





OPS/images/2020es000755-o05.png
€se

GeologyScience.ru omo Moy oot Seach

Home

SEARCH QUANTITATIVE DATA TABLES (WHEN ?)

By geological time - Intemational chronostratigraphic scale 2018

> Phanerozo  QView (Records: 1)
> Cenozoc QView (Records: 3)
> Quatemary  Q Viow (Rocords: 194)
> Holocene  Q View (Records: 175)

> Plesiocene  Q View (Records: 45)

> Neogene  Q View (Records: 1)

> Mesazoc  QView (Records: 1)

> Paleozoc Q View (Records: 1)






OPS/images/2020es000755-th01.png





OPS/images/2020es000755-o03.png
€se

GeologyScience.ru Womo Daav s Aot Seach

Home

QUANTITATIVE DATA CENTER

“The information system provides a singe point of access o quaniiatve datasats on the geclogy of Russia. Data is colscied from geographically distrbued sources
n Russia and abroad: reposones wih scientfic publcatons, word data confers, data exchange networks, geologicalquantiatve dalabasos.

+ Colected nformation on mora than 8,000 datasets
+ More than 1300 publcations processed
+ Extrcted over 650 quanttatve tabls

Search quantitative information tables






OPS/images/2020es000755-o04.png
€se

GeologyScience.ru Home  Data v

SEARCH QUANTITATIVE DATA TABLES (WHAT ?)

Full text search

Analysis

About

Soarch

Home

Enter your search keywords.
Selectan action: viwcars o execue

Tave tal composion of 0 001 mmsize facton ofaersols colected i the Wester Russian Arcicin August Seplember 1
Sourc
Soure

Tave 5t n the Any degeession and ver vallys of the mountan frame

aractensts of native goid rom the sedments of e ce coves






OPS/images/2020es000755-th02.png





OPS/images/2020es000755-th03.png





OPS/images/2020es000755-th04.png





OPS/images/cross.gif





OPS/images/2020es000755-th05.png





OPS/images/cover710.jpg
ISSN 1681-1208 .

RUSSIAN JOURNAL
OF EARTH SCIENCES

EPUB Companion to Published Articles

Moscow 2020






OPS/images/title710.jpg
ISSN 1681-1208 .

Russian Journal of
Earth Sciences
EPUB Companion to Published Articles
doi:10.2205 /2020ES000710

Using the Giant Gaussian Process model

P ‘

Published bYRGEophYsicaf€enter RAS
Moscow 2020






OPS/images/title755.jpg
| s |
Russian Journal of
Earth Sciences
EPUB Companion to Published Articles
doi:10.2205,/2020ES000755

The Center of g _»,][lrlr,jrlv’ data on geol-

g 5

Published byAGEophVSIcalfCenter RAS
Moscow 2020






OPS/images/mathjax-badge.jpg
POWERED BY

Jar





OPS/images/rjesCitationLogo.jpg





OPS/images/2020es000710-o02.png





OPS/images/2020ES000707.tex
\documentclass[twoside]{article}

\usepackage[silent,pdf,hyper]{elxfinal}

\usepackage{color}

\usepackage{hyperref}

\journalid{ES}{20}{2}{20}

\citnumber{}{3}

\paperid{2020ES000707}

\papertype{RAR}

\cpright{}{2020}

\lefthead{krivoguz}

\righthead{physiography zoning using machine learning}

\received{19}{February}{2020}

\accepted{13}{March}{2020}

\published{22}{March}{2020}

\definecolor{brown}{RGB}{157,23,4}



\authaddr{Denis Krivoguz,

``Fisheries Oceanography'' Research Institute of the Azov Sea Fishery Problems (AzNIIRKH),  Kerch,

Russian Federation.



\noindent (krivoguzdenis@gmail.com)}



\begin{document}



\title{Methodology of physiography zoning using machine learning: A case study of the Black Sea}



\author{1}{Krivoguz}{Denis}{}{1}{}{}





\affil{1}{``Fisheries Oceanography'' department, Research Institute of the Azov Sea Fishery Problems (AzNIIRKH)}{Kerch}{}{Russia}



\keywd{Spatial zoning}

\keywd{Machine learning}

\keywd{$k$-means clustering}

\keywd{Black Sea}

\keywd{Physiography zoning, GIS, clustering methodology}





\abstract{Problem of area's zoning is very important and is one of the main problems of modern geographical science. Our point is to from a modern approach, based on the machine learning methods to provide zoning of any area. Key ideas of this methodology, that any distribution of factors that form any geographical system grouped around some clusters -- unique zones that represents specific nature conditions. Formed methodology based on several stages -- selection of data and objects for analysis, data normalization, assessment of predisposition of data for clustering, choosing the optimal number of clusters, clustering and validation of results. As an example, we tried to zone a surface layer of the Black Sea. We find that optimal number of unique zones is~3. Also, we find that the key driver of zone forming is a location of the rivers. Thus, we can say, that applying a machine learning approach in area's zoning tasks helps us increasing the quality of nature using and decision-making processes.}



\section{1. Introduction}



The problem of zoning has always been and will be the main problem of geographical science. In this context, region or zone is the main territorial system, which is always part of larger regional units. Based on this, zoning is the process of identifying and studying the objectively existing territorial structure, organization, and hierarchical subordination of physical and geographical complexes.

Zoning of any area includes several important goals

 [\itc{Vinokurov et al.,} \reflink{Vinokurov05}{2005};

\itc{Zaika} \reflink{Zaika14}{2014}]:



\begin{enumerate}

\item

Finding an existing physiography complexes;

\item

	mapping of physiography maps;

\item

	deep understanding of the complex composition;

\item

	research of processes and factors, that are forming complexes;

\item

	complex classification;

\item

Finding of any interactions between factors or complexes;

\item

	developing of physiography zoning methods.

\end{enumerate}



Thus, the main goal of this paper was to form a modern mathematical methodology, based on machine learning methods to provide zoning of any area.



In the last years problem of area's zoning and its methodology was tried to solve by several authors.



For example % G. N. Skrebets and S. M. Pavlova

\itc{Skrebets and Pavlova} [\reflink{Skrebets19}{2019}]

conducted a physical and geographical zoning of the Black Sea using correlation analysis. They used a mapping based on relationship between phytoplankton and natural factors, that limiting its distribution. Using this approach, they identified 5 regions that differ from each other in quantitative way, as well as in combination of relationships.



From a biological point of view, this problem was considered by

%V.~E.~Zaika

\itc{Zaika} [\reflink{Zaika14}{2014}].

He carried out biological zonation of the Black Sea and also described the main problems of its implementation. The principle of distinguishing different regions was based on quantitative analysis of the dominant species in different regions of the Black Sea.



The widespread use of physiographic zonation received in landscape ecology. %Yu.~I.~Vinokurov, Yu.~M.~Tsimbaleya and B.~A.~Krasnoyarova

\itc{Vinokurov et al.} [\reflink{Vinokurov05}{2005}]

proposed a methodology and implemented the physical and geographical zoning of Siberia. Based on various natural features, they identified more than 100 different regions with unique physical and geographical conditions.



%A. Tamaychuk

\itc{Tamaychuk} [\reflink{Tamaychuk17}{2017}]

in his paper tried analytical approach to zoning Black Sea area, based on main factors of spatial differentiation, distribution features of environmentally significant characteristics and modern ideas about the theory and methods of physiographic zoning. He divided area of the Black Sea into 3 water-provinces -- North-West moderate, North-East moderate and subtropical.



Mathematical approach was shown in %E. Sovga

\itc{Sovga et al.} [\reflink{Sovga05}{2005}]

work. They used depth, mean values of temperature and salinity, differences and features in flora and fauna as a factor. They divided area of the North-West part of the Black Sea into 4 groups -- West, Karkinitsky, Central and Kalamitsky.



V. Agostini

[\itc{Agostini et al.,} \reflink{Agostini15}{2015}]

in her paper tried to make a zoning of marine environment in St.~Kitts and Nevis. For her analysis, she used 37 spatial layers, that represent different factors and fully described functionality of the research area, that was divided into 3 major groups -- ``habitat'', ``species'' and ``human use''. As the result, she distinguished 4 major zones -- ``conservation'', ``transportation'', ``touristic'' and ``fishing''.



\itc{Petrov and Bobkov} [\reflink{Petrov17}{2017}]

tried to form the concept of hierarchical structure of large marine ecosystems in the Arctic shelf of Russia. Based on environmental variables, they distinguished 7 eco-regions of the Barents Sea -- South-Western, Pechora Sea, Central basin south, Central basin north, Novaya Zemlya shore, Svalbard Archipelago and Franz Josef Land Archipelago.



%Fyhr F., Nilsson A. and Sandman N. [

\itc{Fyhr et al.} [\reflink{Fyhr13}{2013}]

tried to review all of the modern concepts and tools for Ocean zoning. Based on their work, the most actual and commonly used tools are Atlantis, Cumulative Impacts Assessment Tool, Integrated Valuation of Ecosystem Services and Tradeoffs (InVEST), Marine Protected Areas Decision Support Tool (Marine Map), Marxan and Marxan with Zones, NatureServe Vista and Zonation.





\section{2. Clustering as Physiographic Zoning Method}



\enlargethispage{-1pc}



Clustering is a task of dividing the entire dataset into separate groups of homogenous objects, that are similar to each other, but have distinct difference between this separate groups

[\itc{Aleshin and Malygin,} \reflink{Aleshin19}{2019}].

Clustering algorithms are divided in two groups -- hierarchical and iterative.



I. Hierarchical -- consistently build clusters from already found clusters.

\begin{enumerate}

\item

Agglomerative (unifying) -- start with individual elements, and then combine them;

\item

separation -- start with one cluster, and then -- divide them;

\end{enumerate}



 II. Non-hierarchical -- optimize a certain objective function.

\begin{enumerate}

\item

Graph theory algorithms;

\item

EM algorithm;

\item

 $K$-means algorithm ($k$-means clustering);

\item

fuzzy algorithms.

\end{enumerate}



Any clustering algorithm can be considered effective if the compactness hypothesis is satisfied

[\itc{Shi and Horvath,} \reflink{Shi06}{2006}].



Physiographic zoning using clustering method is carried out in several stages:

\begin{enumerate}

\item

Selection of data and objects for analysis;

\item

data normalization;

\item

assessment of predisposition of data for clustering;

\item

choosing the optimal number of clusters;

\item

clustering and validation of results.

\end{enumerate}



Formally, almost all clustering tasks come down to this form. Let  $X$ be the set of objects, $Y$ is the set of numbers (names, labels) of clusters. The distance function between objects is specified as

$\rho(x,x\prime)$

[\itc{Collins et al.,} \reflink{Collins02}{2002}].

There is a finite training set of objects $X^m={x_1,...,x_n}\in X$. So, the main goal of clustering is to divide dataset into several disjoint subsets. These subsets called clusters and consist from objects, that are closed to the

$\rho$-metric. Objects from different clusters were significantly different. For every object $x_i\in X^m$ assigned the number of cluster $y_i$

[\itc{Marron et al.,} \reflink{Marron14}{2014}].



\subsection{2.1. Data Normalization}



Data normalization is one of the feature transformation operations that is performed during their generation at the data preparation stage. In case of machine learning, normalization is a procedure for preprocessing input information (training, test and validation samples, as well as real data), in which the values of the attributes in the input vector are reduced to a certain specified range of values, for example: $[0...1]$ or $[-1...1]$.



The importance of data normalization comes from the nature of algorithms and models in machine learning. The values of raw data can vary in a very wide range and differ from each other by several orders

[\itc{Rybkina et al.,} \reflink{Rybkina18}{2018}].

The work of such machine learning models like neural networks or Kohonen self-organizing maps with not normalized data will be incorrect -- difference between attribute's values can cause instability of the model, that will lead to worth learning results and slowing the modelling process. Also, some parametric machine learning models require symmetric and unimodal data distribution. After normalization, all the numerical values of the input attributes will be reduced to the same amount -- a certain narrow range

[\itc{Criminisi et al.,} \reflink{Criminisi12}{2012}]. %%% ??? +



There are many ways to normalize feature values in order to scale them to a single range and use them in various machine learning models. Depending on the function used, they can be divided into two large groups: linear and non-linear

[\itc{Tealab et al.,} \reflink{Tealab17}{2017}].

With nonlinear normalization, the calculated ratios use the functions of the logistic sigmoid or hyperbolic tangent. In linear normalization, the change of variables is carried out proportionally, according to a linear law.



The most common methods for data normalization are:



Minimax -- linear data transformation in the range $[0..1]$, where the minimum and maximum scalable values correspond to 0 and 1, respectively:



\begin{eqnarray*}    % \begin{equation}\label{1}

X_{\mathrm{norm}}=\frac{X-X_{\min}}{X_{\max}-X_{\min}}

\end{eqnarray*}

$Z$-scaling based on the mean and standard deviation: dividing the difference between the variable and the it means by the standard deviation:



 \begin{eqnarray*}      % \begin{equation}\label{2}

 z=\frac{x-\mu}{\sigma}

\end{eqnarray*}

Decimal scaling -- performed by removing the decimal separator of the variable value

[\itc{Seber and Lee,} \reflink{Seber03}{2003}].



In practice, minimax and $Z$-scaling have similar areas of applicability and are often interchangeable. However, in calculating the distances between points or vectors in most cases, $Z$-scaling is used, while minimax is useful for visualization.



\subsection{2.2. Assessment of Predisposition of Data for Clustering}



One of the most common problem of unsupervised machine learning is that clustering will form groups, even if the analyzed dataset is a completely random structure. That's why the first validation task that should be applied even before clustering is to assess the overall predisposition of the available data to cluster tendency

[\itc{Sivogolovko and Thalheim,} \reflink{Sivogolovko13}{2013}].



There are two common indicators, that can show us cluster tendency -- Hopkins statistics and Visual Assessment of cluster Tendency or ``VAT diagram''.



To calculate Hopkins statistics, we need to create B pseudo-datasets, randomly generated based on the distribution with the same standard deviation as the original dataset. For each observation $i$ from $n$, the average distance to $k$ nearest neighbors is calculated as follows:

$w_i$ between real observations and $q_i$ between generated observations and their closest real neighbors

[\itc{Keller et al.,} \reflink{Keller85}{1985};

\itc{Sivogolovko and Thalheim,} \reflink{Sivogolovko13}{2013}].

Then the Hopkins statistics calculates as follows:



 \begin{eqnarray*}

H_{\mathrm{ind}} = H_{\mathrm{ind}}=\frac{\sum_{n}w_i}{\sum_{n}q_i+\sum_{n}w_i}

\end{eqnarray*}

If $H_{\mathrm{ind}}>0.5$,  then it will correspond to the null hypothesis that $q_i$ and $w_i$ are similar and values are distributed randomly and uniformly. If  $H_{\mathrm{ind}} < 0.25$ this indicates that a dataset has a tendency to data grouping.



For visual assessment of clustering tendency, the best way is to using VAT diagram. VAT algorithm consists of:



\begin{enumerate}

\item

Compute the dissimilarity matrix between the objects in the data set using the Euclidean distance measure;

\item

reorder the dissimilarity matrix so that similar objects are close to one another. This process creates an ordered dissimilarity matrix;

\item

the ordered dissimilarity matrix is displayed as an ordered dissimilarity image, which is the visual output of VAT.

\end{enumerate}



The VAT detects the clustering tendency in a visual form by counting the number of square shaped dark blocks along the diagonal in a VAT image [\itc{Sivogolovko and Thalheim,} \reflink{Sivogolovko13}{2013}].



\subsection{2.3. Choosing the Optimal Number of Clusters}



At this moment there's two main ways to choose an optimal number of clusters -- ``elbow'' method and using of gap statistics

[\itc{Chapelle et al.,} \reflink{Chapelle06}{2006}].



The ``elbow'' method -- considered the pattern of variation in the dispersion of $W_{\mathrm{total}}$  with increasing in number of groups  $k$

[\itc{Tomar et al.,} \reflink{Tomar18}{2018}].

Combining all of the founded  observations in one group, we'll have the biggest intraclass dispersion, that will decrease to 0 when $k\rightarrow n$.

The point, when this decreasing of dispersion will be slowing down, called ``elbow''

[\itc{Seber and Lee,} \reflink{Seber03}{2003};

\itc{Thiery et al.,} \reflink{Thiery06}{2006}].



An alternative to the ``elbow'' method is using gap statistics, which are generated based on resampling and Monte-Carlo simulation processes. For example, let $E_n^\ast{\log(W_k^\ast)}$ denotes the valuation of average dispersion $W_k^\ast$, obtained by bootstrap method, when $k$ clusters are formed by several random objects $f$ from the original dataset of $n$ size. Then gap statistics will be calculated as follows:



 \begin{eqnarray*}          % \begin{equation}\label{4}

\mathrm{Gap}_n(k)=E_n^\ast{\log(W_k^\ast)}-\log(W_k)

\end{eqnarray*}

 $\mathrm{Gap}_n(k)$ determines the deviation of the observed dispersion $W_n$ from its expected value, if the original data formed only one cluster.



\subsection{2.4. Validation of Clustering Results}



Currently, there are several ways to validate the results of clustering:



\begin{enumerate}

\item

 External validation -- comparing the results of cluster analysis with already known validation dataset;

\item

relative validation -- evaluating the structure of formed clusters by changing the algorithm parameters;

\item

internal validation -- obtaining internal information of clustering process;

\item

assessment of the clustering stability using resampling.

\end{enumerate}



The most widespread indexes are silhouette index and Calinski-Harabasz index [\itc{Sivogolovko and Thalheim,} \reflink{Sivogolovko13}{2013}].



One of the approaches to validate the results of clustering is the Calinski-Harabasz index.



Let ${\overline{d}}^2$  is the mean square distance between elements in clustering variety and ${\overline{d}}_{c_i}^2$ -- mean square distance between elements in cluster $c_i$. Then the distance inside groups will be:



 \begin{eqnarray*}   % \begin{equation}\label{5}

\mathrm{WGSS} = \frac{1}{2}\sum_{i=1}^{c}(n_{c_i}-1){\overline{d}}_{c_i}^2

\end{eqnarray*}

and the distance between groups will be:



\begin{eqnarray*} % \begin{equation}\label{6}

\mathrm{BGSS} = \frac{1}{2}\left(\left(c-1\right)

{\overline{d}}^2+\left(N-c\right)A_c\right)

\end{eqnarray*}

where $a_c = A_c/\overline{d}^2$ -- is weighted mean difference of distances between cluster centers and a mutual variety center. Then the Calinski-Harabasz index will be:



\begin{eqnarray*}

\mathrm{VRC} = \frac{\mathrm{BGSS}/(c-1)}{\mathrm{WGSS}/(N-c)} =

\end{eqnarray*}

 \begin{eqnarray*}

 \frac{{\overline{d}}^2+ [(N-c)/(c-1)]A_c}{{\overline{d}}^2-A_c} =

\end{eqnarray*}

 \begin{eqnarray*}  %  \begin{equation}\label{7}

 \frac{1+[(N-c)/(c-1)]a_c}{1-a_c}

\end{eqnarray*}

where $a_c=A_c/\overline{d}^2$. We can see, that if the all distances between points are similar, then

$a_c=0$ and $\mathrm{VRC} = 1$. $a_c=1$

  characterize the prefect clustering. The maximum value of  corresponds to optimal cluster's structure.



Another approach to validate the clustering results is using the silhouette index. Its values shows the degree of similarity between object and cluster that he belongs to, compared to another clusters

[\itc{Shi and Horvath,} \reflink{Shi06}{2006};

\itc{Soliman et al.,} \reflink{Soliman17}{2017}].



Silhouette of every cluster estimates as follows: let object $x_j$ corresponds to cluster $c_p$. Denote the mean distance from this object to other objects from this cluster  $c_p$ as $a_{pj}$  and the mean distance from this object $x_j$ to objects from another cluster as

$c_q,q\ \neq\ p $ as $d_{q,j}$.

Let $b_{pj} = \min_{q\neq p}d_{qj}$. This value means the measure of dissimilarity of single object with objects from nearest cluster. Thus, the silhouette of every single element of cluster calculates as:



 \begin{eqnarray*}   % \begin{equation}\label{8}

S_{x_j}=\frac{b_{pj}-a_{pj}}{\max(a_{pj},b_{pj})}

\end{eqnarray*}

The highest values of $S_{x_j}$ corresponds to better affiliation of element  $x_j$

to cluster $p$.  The evaluation of all cluster structure provided by averaging the value by elements:



 \begin{eqnarray*}   %  \begin{equation}\label{9}

\mathrm{SWC} = \frac{1}{N}\sum_{j=1}^{N}S_{x_j}

\end{eqnarray*}

Better clustering characterized by bigger values of , that achieved when the distance inside cluster $a_{pj}$ is small and the distance between objects from neighboring clusters $b_{pj}$ is big.



\section{3. Black Sea Surface Physiographic Zoning}

\subsection{3.1. Research Area}



The Black Sea is an inland sea, that belongs to the basin of the Atlantic Ocean. Its maximum depth reaches the mark of 2258 meters

(\figref{1})

[\itc{Barratt,} \reflink{Barratt93}{1993}].

The total area of the Black Sea is 420,325~km$^2$, and with the Sea of Azov -- 462,000~km$^2$

[\itc{Murray,} \reflink{Murray05}{2005}].



The average seasonal cycle of geostrophic circulation of the Black Sea [\itc{Ivanov and Belokopytov,} \reflink{Ivanov11}{2011}]:



\begin{itemize}

\item

	From January to March -- a single cyclonic rotation with a center in the eastern part of the sea, the western circulation is weakly expressed;

\item

from April to May -- a single cyclonic rotation with a center in the western part of the sea, the eastern cycle is weakly expressed;

\item

from June to July -- two cycles, the western more intense;

\item

from August to September -- two cycles, the eastern one is more intense;

\item

from October to December -- two cycles of equal intensity.

\end{itemize}



About 80\%

of the river flow is concentrated in the northwestern part of the Black Sea. The Caucasian rivers contribute about 13\%

of the water balance, while the runoff from Turkeys rivers is about 7\%

[\itc{Ghervas} \reflink{Ghervas17}{2017}].  % Ghervas.

The contribution of the Crimean rivers a is insignificant

[\itc{Belokopytov and Shokurova,} \reflink{Belokopytov05}{2005}].



The biggest river, that flows into the Black Sea is Danube. The Danube usually brings about 203~km$^3$ of freshwater into North-Western part of the Black Sea, decreasing the level of salinity there. Another big river, that flows into Black Sea is Dnieper from Ukrainian part and Rioni from Georgian

[\itc{Ozsoy and Unluata,} \reflink{Ozsoy97}{1997}].



\begin{figure*}[t]                        %  Fig  1

\figurewidth{35pc}

\setimage{}{}{35pc}{}{2020es000707-f01}

\shortcaption{Bathymetric map of the Black Sea.}

\end{figure*}



\subsection{3.2. Data}



We used the monthly averaged data from Copernicus Marine Environmental Monitoring Service (CMEMS) -- Black Sea Reanalysis, which are based on 5 components:



\def\bottomfraction{.8}

\def\textfraction{.15}



\begin{table}[b]                                   % Table 1

\tablewidth{20pc}

\caption{Estimated Data Accuracy Results for Temperature and

Salinity. From Left Side in Each Row -- for 1995--2015 Data.

From Right -- for 2005--2015} \vspace{5pt}

\begin{tabular}

{@{}l@{\hspace{9pt}}

c@{\hspace{18pt}}

c@{}}

\hline

\\ [-7pt]

Feature & BIAS v4 & DMS v4 \\

 [7pt]  \hline   \\ [-4pt]

SST (\deg C)          & $-0.07/-0.07$ & 0.58/0.59 \\

T (\deg C) 0--100 m   & $-0.02/0.025$ & 0.87/0.74 \\

T (\deg C) 100--300 m & $-0.03/-0.003$ & 0.15/0.09 \\

T (\deg C) 300--800 m & $-0.02/-0.02$ & 0.11/0.05 \\

S (psu) 0--100 m      & $-0.014/0.002$ & 0.33/0.26 \\

S (psu) 100--300 m    & $-0.006/0.009$ & 0.19/0.15 \\

S (psu) 300--800 m    & $-0.005/-0.002$ & 0.05/0.03\\  [7pt]

\hline

\end{tabular}

\end{table}



\begin{enumerate}

\item

	Ocean model -- Hydrodynamic model, which is a part of the NEMO (Nucleus for European Modelling of the Ocean) project;

\item

	scheme of data assimilation (OceanVar) for temperature and salinity profiles, satellite data for sea surface temperature, sea level anomalies etc.;

\item

	assimilated data -- in-situ data for environmental variables;

\item

	recovery scheme for environmental variables;

\item

basic large-scale adjustments.

\end{enumerate}





Data from this model have a high level of correlation with in-situ data, that increasing with depth. For example, the accuracy of temperatures spatial distribution in the Black Sea at depth of 30~m

about $\pm{1.5}$\deg C, at the depth of 70~m it decreases to

$\pm{0.3}$\deg C and at the depth of 1100~m is about

$\pm{0.04}$\deg C

(\tabref{1}).    %Table 1).



The quality of the model data, as well as the model itself, improve with increasing of in-situ observations numbers.



For Black Sea surface physiographic zoning we used 6 environmental parameters -- sea surface temperature, sea surface salinity, dissolved oxygen level, PO$_4$ and NO$_3$ content and primary production level.



\subsection{3.3. Results}



To understand, does dataset has a tendency to form clusters, we calculated a Hopkins index using the R-package ``clustertend''. It was equal to 0.0194, that means that this dataset can form clusters.



To estimate an optimal number of clusters, we used the R-package ``factoextra''. Results shown in

\figref{2}.    % figure 2.



\begin{figure}[t]                        %   Fig  2

\figurewidth{20pc}

\setimage{}{}{20pc}{}{2020es000707-f02}

\caption{Determining an optimal number of $k$ by elbow-method.}

\end{figure}



As we can see at the

\figref{2},

the elbow of our curve is located at 3, thus we can distinguish 3 completely different zones in the surface waters of the Black Sea

(\figref{3}, \figref{4}).

Allocation of this zones due equally to all of analyzed factors, except dissolved oxygen.



\begin{figure*}[t]                        %   Fig  3

\figurewidth{35pc}

\setimage{}{}{41pc}{}{2020es000707-f03}

\caption{Seasonal zoning of the Black Sea.%

{\bf A} -- Winter, {\bf B} -- Spring, {\bf C} -- Summer, {\bf D} -- Autumn.}

\end{figure*}



Based on statistical analysis all of these factors divided in two groups. First -- phosphates concentration, primary production and chlorophyll-$\alpha$, which are derivatives from each other -- the amount of phosphates impacts on amount of primary production and amount of primary production impacts on amount of produced chlorophyll-$\alpha$. Second are temperature, salinity and nitrates concentration.



Studying water objects, it's important to know a seasonal variability of zones, because of its very high change capability in time. Comparing with land, water systems aren't stable for long period of time and spatial distribution of factors can vary from season to season.



Generally, as we can see in figure, main reasons of zoning pattern forming are quantitative and qualitative characteristics on flows.



In winter season, there is a clear divide of the Black Sea from west to east. A significant role in this process is played by the interaction of the Black Sea with the Sea of Marmara, river flows in the northwest of the Black Sea and in the Caucasus and, in some cases, areas near the Southern coast of Crimea and the Kerch Peninsula due to the activity of currents from the Sea of Azov.



In spring season, the divide of the Black Sea occurs from north to south. In this case, a significant impact on this process is exerted by the significant flow of such rivers as the Dniester, Danube and Dnieper in the north-west of the Black Sea and the influx of water from the Sea of Marmara. Due to the interaction between two water masses radically different in their characteristics, it forms an intermediate zone between them, covering an area from the Kerch Strait to the Danube Delta.



In the summer, due to the nature of the internal currents in the Black Sea and changes in the volume of river flow, more saline water from the Sea of Marmara reaches the Danube. In spatial terms, the pattern of zones distribution in the Black Sea is similar to the winter one, in which they are located from east to west. The formation of the intermediate second zone is most likely due to the interaction with more fresh and cold water coming from the Sea of Azov.



In autumn, the formation of more fresh and colder waters off the coast of Turkey is observed, which is due to the significant flow of the rivers of the Turkish coast. The distribution pattern is more similar to the spring one, with significantly increased in size zone~1.



Annual zoning of the Black Sea is presented on  figref{4}.



\subsubsection{Zone 1.}

 Located in the North-West part of the Black Sea. Flows from Danube, Dniester, Dnieper and Southern Bug completely equal of 3/4 of a total flow into the Black Sea. Dominated northern and north-western winds helps in spreading of matters, endured by rivers. The main feature of this part of the sea is an active interaction of fresh water from rivers with salty water from south of the Black Sea. Near the shore water salinity reaches values about $7-8 \pm$. Temperature of water surface, as a salinity, increasing from shore to open sea. Temperature differences reaches

 1.5--2.0\deg C. Bioproductivity of this zone is quite high, mainly cause of active flowing rivers matter and\linebreak

fresh water. But local hydrophysical and hydrochemical

conditions condition high variability of bioproductivity with

fishkills.



\subsubsection{Zone 2.}

 Basically, forming of this zone determined by interactions between 1-st and 3-rd zones, where as a results of Black Sea

 currents and flows from big rivers, cold fresh water from the coastal areas mixed up with more cold and salty water from

 central part of the Black Sea. Located in the north-west part of the Black Sea, near the Crimean-Caucasus shore of Russia,

 Georgian and Turkey coasts. Biggest rivers here are Rioni, Tuapse, Kizilirmak, Yesilirmak and Inguri. Like the zone~1, location

 of the zone 2 is due to the flows from rivers. But cause of lower levels of flow amount, compared with the zone 1, their

 impact  on water of the Black Sea is quite lower, but noticeable. Values of salinity here doesn't differ from the central part

 ($1-2 \pm$ fresher), same as a temperature.



\begin{figure*}[t]                          %  Fig  4

\figurewidth{35pc}

\setimage{}{}{35pc}{}{2020es000707-f04}

\shortcaption{Physiography zoning of the Black Sea.}

\end{figure*}



\subsubsection{Zone 3.}

 Natural conditions of this zone are a common to the Black Sea. The area of this zone is the biggest. Located in the south and central part of the Black Sea and near the Kerch Strait. Salinity here is a quite high -- $19-20 \pm $, and reaches $24 \pm $ near the Bosporus Strait. The impact of the Sea of Azov is quite low, due to specificity of Azov currents. Amount of phosphates and nitrates is low due to lack of any big rivers, which are the main sources of their presence in the sea water. As a result, concentrations of chlorophyll-$\alpha$ is quite low too.



\section{4. Conclusions}



Thus, the methodological approach, showed in this paper, helps us to use it fully in zoning tasks to provide distinguishing from them completely different areas, that aren't similar. As we can see, the main advantages of this approach are lack of subjectivity that is inherent to humans, high level of analysis accuracy, possibility of constant model's modification by adding new {\itshape in-situ} data or by modifying the algorithm itself. Also, it should be noted, that the indisputable advantage of this approach is the ability to use it in any kind of territory, both in size and in properties.



As we talk about disadvantages of this approach, we should note a strong dependency from input data quality and data normalization, which in some cases can lead to significant distortion in the analysis results. The same we can say about data size. With significant amount of data, it may be difficult to conduct the research, which leads to completely change the used algorithm or to significant reduction in data size and, as a result, to simplification of the model and distortion of the real results. Generally, we should note, that using of this approach is justified in most cases, but the need of improvement and further optimization of it doesn't disappear.



Obtained results helps us to understand that applying of this

approach can helps us to go away from analytical and empirical

zoning approaches to have a math basis, uniformity of

calculations and process automatization. Conducted as an

example of this approach application, Black Sea physiographic

zoning generally is quite similar with previous works. It was

determined, that the most optimal number of the dissimilar

groups, based on analyzed factors is 3. Generally, their

spatial location based on places where rivers flows into the

Black Sea, and as a result more comfortable for different flora

and fauna. For example, the conditions, that formed in the

second area is quite comfortable for spawning of many

commercial fishes, Like {\itshape Liza haematocheilus},

{\itshape Engraulis encragicolus}, {\itshape Liza aurata},

 {\itshape Mugil cephalus}, etc. Thus, applying a machine learning approach in area's zoning tasks helps us to increase the quality of nature using and decision-making process.
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