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Abstract. We use measurements of the
ionospheric electron density (Ne) obtained by
the EISCAT Svalbard radar (ESR) and the
Sodankyla Geophysical Observatory (SGO)
ionosonde for comparison with the Ne

distribution predicted by a numerical model of
the polar F region ionosphere. The model
enables representing the main large-scale
ionospheric irregularities, which are primarily
controlled by the interplanetary magnetic field,
particle precipitation, solar zenith angle and
properties of the neutral atmosphere. The
analysis utilizes the data collected in March,
July and January under very quiet space
weather conditions, when the radar operated
almost continuously during International Polar
Year. The main ionospheric parameters
(magnitude and height of the F2 layer peak
density) are inferred from the Ne composites
constructed for each local time hour.
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The results indicate that the modeled Ne distri-
butions are in a reasonable agreement with the
experimental data. However, the modeled alti-
tude and peak density systematically exceed, by
about 10%, the observed values.

1. Introduction

The F -region high-latitude ionosphere is the most com-
plex and irregular because it is connected to the outer
magnetosphere which interacts with variable solar wind.
Besides ion production by photoionization and chemi-
cal losses due to recombination the additional factors
determining the polar ionosphere include plasma dy-
namics and sporadic precipitation of energetic particles
from the magnetosphere occurring mostly within the
auroral oval. The transport processes play an impor-
tant role in the high latitudes. The polar F region
plasma distribution is affected by the convection elec-
tric field which is imposed on the ionospheric shell from
the magnetosphere and, together with the corotation
electric field, makes the plasma tubes to drift along
the lines of equal electrostatic potential. A parcel of
plasma may become severely distorted after being dis-
placed along convection streamlines for several hours



through the illuminated and dark ionosphere as well as
through the regions of enhanced ionization rate due
to precipitation. The high-latitude convection pattern
is controlled by the solar wind-magnetosphere interac-
tion and thus primarily depends on the interplanetary
magnetic field (IMF) orientation and strength [Heppner
and Maynard, 1987; Lukianova and Chirstiansen, 2006;
Papitashvili and Rich, 2002; Ruohoniemi and Green-
wald, 2005]. Thermospheric neutral gas composition
and temperature also affect the ionospheric parame-
ters. Under common action of these processes the
large-scale irregularities of the electron density (Ne),
such as tongue of ionization (ToI), main ionospheric
trough (MIT), polar hole, polar and auroral peaks are
formed.

Despite a number of existing and recently deployed
more sensitive and sophisticated instruments the po-
lar ionosphere still remains rather poorly observed and
not fully modeled. Because of lack of sufficient spa-
tial/temporal resolution of the space and ground-based
measurements the global empirical ionospheric models
based on all available ionosonde and radio occultation
electron density data, such as the International Ref-
erence Ionosphere, IRI [Bilitza et al., 2014], do not
capture precisely the high-latitude variability, especially



the polar cap features are less reproduced [Themens
et al., 2014, 2017]. On the other hand, in the nu-
merical models of the polar F region which are based
on the theoretical consideration, the ionospheric signa-
tures associated with high latitude plasma convection
and particle precipitation may be identified in more de-
tail [Decker et al., 1994; Mingalev et al., 1988; Nam-
galadze et al., 1988; Ridley et al., 2006; Schunk, 1996;
Sojka, 1989; Sojka and Schunk, 1987].

Several comprehensive global ionospheric models are
available in the frame of the Community Coordinated
Modeling Center (CCMC) (https://ccmc. gsfc.nasa.
gov). In particular, the Global Assimilation of Iono-
spheric Measurements (GAIM) [Schunk et al., 2004]
uses a physics-based model of the ionosphere and a
Kalman filter as a basis for assimilating a diverse set
of near real-time measurements. Its ionospheric part
covers the E and F -regions up to 1400 km. The Cou-
pled Thermosphere Ionosphere Model (CTIM) [Fuller-
Rowell et al., 1996] takes the electric potential and
the electron precipitation parameters from the MHD
magnetospheric model and provides in turn the conduc-
tances and the ionospheric dynamo current. The model
output includes the ionospheric electric potential, field-
aligned currents (FAC), the main electron parameters

https://ccmc.gsfc.nasa.gov
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in the F2 layer, the neutral densities and composition.
The NCAR Thermosphere-Ionosphere-Electrodynamics
General Circulation Model (TIE-GCM) [Qian et al.,
2014] represents the coupled thermosphere and iono-
sphere system that includes a self-consistent solution
of the middle and low-latitude dynamo electric field.
These global models among other parameters provide
distribution of Ne over the polar ionosphere. The calcu-
lations are based on quite sophisticated numerical codes
and required a large amount of the computational re-
sources. At the same time, a sufficiently precise and
fast-running (capable to calculate the 3-D distribution
of Ne over the polar region in a second time-scale com-
puter run) regional model specified for the F region
polar ionosphere is useful for the operational diagnosis
and prediction of the space weather effects.

A numerical model specified for the high-latitude
F region ionosphere was developed [Uvarov and Lukianova,
2015]. This regional model (Polar F -region Ionospheric
Model – PFIM) calculates the 3-D distribution of Ne

taking into account the IMF and solar wind conditions.
The model is computationally effective and requires
minimal resources/time. This is achieved mainly due
to the analytical representation of the electric potential
distribution continuously evolving with the solar wind



parameters. The model simulation reproduces the main
large scale ionospheric irregularities, it enables a quan-
titative estimation of the impact on the Ne distribution
of each particular input parameter [Lukianova et al.,
2017].

PFIM develops the initial suggestion by Knudsen
[1974] for a proper description of the polar ionosphere
to solve transport equations along a magnetic plasma
flux tube while it convects in the ionosphere due to
E×B plasma drift. The advantages of PFIM as com-
pared with other existing ionospheric models are pri-
marily related to the explicit accounting of the convec-
tion electric field continuously depending on the solar
wind parameters. Due to this, the model clearly dis-
plays the evolution of ionospheric irregularities with a
change in the convection system. The input parame-
ters can set directly from the solar wind observations.
Also, the ionospheric response to the specific solar wind
parameters, solar zenith angle, level of solar irradiance
and geomagnetic activity can be identified. The draw-
backs of the model are associated with its excessive
schematism due to analytical approximations, inconsis-
tent consideration of the auroral oval and some other
over-simplifying assumptions. To obtain a more real-
istic representation, PFIM needs to be carefully com-



pared with observations and further parameterized.
The purpose of this paper is to present the simu-

lation results obtained by the numerical model of the
polar F -region ionosphere during the solar minimum
and prolonged geomagnetic quiescence (Kp < 1) asso-
ciated with low values of the interplanetary magnetic
field (BT < 5 nT). These conditions can be consid-
ered to produce the ionospheric “ground state”, when
the role of the magnetosphere in the formation of the
polar ionosphere is minimal. We have determined the
seasonal patterns of ionospheric plasma distributions
for March, July 2007 and January 2008. These pe-
riods correspond to extensive observational companies
performed during the International Polar Year (IPY).
Using the opportunity of the large date set the model
is validated with observations of the EISCAT Svalbard
radar (ESR), which is located near the polar cap bound-
ary and operated nearly continuously during IPY. Also,
the simulation results are compared with the Sodankyla
ionozonde located in the vicinity of the equatorial bound-
ary of the auroral oval. On the basis of the observed
and modeled key ionospheric parameters: the maxi-
mum of electron density, NmF2, and the height of this
maximum, HmF2 we reveal a possible ionospheric sig-
nature of the atmospheric cooling associated with an



increase of the green-house gases.

2. Space Weather Conditions During the

Period of Observations

The IPY period was at solar minimum, when the sunspot
number almost zeroed and the solar index F10.7 < 70
sfu (1 s.f.u. = 10−22 Wm −2 Hz−1). As a result, the
geomagnetic activity was low and no magnetic storm
occurred during this time interval. The space weather
conditions during the IPY period are very similar to
those during the present solar minimum of 2018–2019.
Figure 1 depicts the sunspot number, F10.7, Dst and
Kp indices since 1999 (the beginning of the radar ob-
servations at Svalbard).

From the IPY observational period in 2007–2008 we
selected the months representing 3 seasons, namely the
equinox, summer and winter. Figure 2 depicts the solar
wind and geomagnetic conditions in March 2007, July,
2007, and January 2008. During these periods, con-
siderable recurrent activity lasted entire year 2007 and
2008, because the solar activity was dominated by the
high speed streams (HSS) accompanied by an increase
in the IMF intensity (BT) up to about 8 nT, while the



Figure 1. Daily sunspot number, the solar F10.7
index and geomagnetic Dst index in 1999–2019. The
grey vertical lines mark March 2007, July 2007 and
January 2008.



Figure 2. Daily mean of the total IMF intensity,
solar wind speed and Kp index in (a) March 2007, (b)
July 2007 and (c) January 2008. Periods of quietness
are shaded.



non-HSS level is about 3 nT. As seen in Figure 2 the
solar wind speed periodically oscillates between approx-
imately 300 and 600 km/s. The geomagnetic activity
varies in accordance with the solar wind speed and the
Kp index grows up to 4, if the speed increases.

For each month the quiet days were selected accord-

ing to the following criteria: BT =
√

B2
z + B2

y < 5 nT,

Vsw < 400 km/s, Kp < 2. Overall, 11, 13 and 10 days
are selected in March, July and January, respectively.
The solar, IMF and geomagnetic parameters averaged
over each period are listed in Table 1. The observations
collected during the selected days are used to calculate
the Ne quiet-time altitudinal profile composite for the
corresponding month. Usually very dynamic, during
these periods the polar ionosphere is significantly less
variable. This may minimize the inhered uncertainties
introduced by the averaging.

3. Modeling Results

3.1. Description of PFIM

The input parameters of the PFIM are the IMF Bz and
By components, the solar wind speed, day of the year,



Table 1. The Average Quiet-Time Solar Wind and Geomag-
netic Parameters in March, 2007, June, 2007 and January, 2008

March, June, January,
2007 2007 2008

IMF BT (nT) 2.9 3.0 2.8
IMF Bz (nT) −1.5 1.0 −1.1
IMF By (nT) 2.0 −2.1 1.4
VSW (km/s) 360 360 350
Kp index 0.7 0.6 0.5
F10.7 (sfu) 73 76 75

universal time, indices of solar (F10.7) and geomag-
netic (Kp) activity. The model output is 3-D distri-
bution of Ne over the ionospheric F region poleward
of 50◦ magnetic latitude (MLat) with nominal verti-
cal step of 10 km between 150 and 600 km on the
horizontal grid of 2◦ MLat and 15◦magnetic longitude
(MLong), respectively.

The model consists of two interrelated blocks rep-
resenting the transport and chemical processes. The
height distribution of the plasma density at a given
UT is a result of the cumulative effect of convection
and corotation acting on the sources of ionization and



recombination over the previous several hours. The re-
sulting Ne distribution depends on the time interval the
convecting plasma flux tube spends in the sunlit, dark
and particle precipitation regions. As a first step, for
a given time and geographical point the trajectory is
calculated back in time to determine the starting point
at from which a plasma tube begins to convect. In the
present version of the model, it is assumed that the
solar wind and geomagnetic activity are stable when
calculating the plasma tube trajectories back in time.
The 8-hr period is taken to establish the zero initial
conditions from which a plasma tube is traced along its
trajectory through a neutral atmosphere. At the sec-
ond step, numerical solution of the equations describing
the vertical plasma distribution within the tube is car-
ried out while the tube drifts from the starting point
along the calculated trajectory.

In the first, convective, block of the model the ge-
ometric and electrodynamic parameters of the iono-
spheric convection pattern are calculated in order to
determine the trajectories along which the plasma tubes
move. It is assumed that the electric field is mapped
vertically with no distortion. When calculating the elec-
tric field distribution, the ionosphere is approximated
as a thin shell at about 200 km altitude. In the ge-



omagnetic spherical coordinates r , θ, ϕ (r is radius,
θ, is colatitude, ϕ is magnetic longitude) the velocity
of the charged particle is a sum of the corotation ve-
locity VK = (0, 0,ω r sin θ) and the electromagnetic
drift velocity in the transverse electric (E) and mag-
netic (B) fields. The differential equations determining
the transverse components of drift velocity are

∂θ

∂t
= −2Eϕ(θ,ϕ)

(R2/M) cos θ

3 cos θ + 1

∂ϕ

∂t
= Eθ(θ,ϕ)

R2/M

3 cos θ sin θ
+ ω

where M is the Earth’s magnetic moment, ω is the
Earth’s angular frequency, R = RE + 200 km, RE is the
Earth’s radius, t is time, Eθ and Eϕ is the latitudinal
and azimuth component of the horizontal ionospheric
electric field E.

In the modeling approach the ionospheric electric po-
tential is driven by the field-aligned currents (FACs)
generated in the magnetosphere and flowing between
the magnetosphere and ionosphere along the geomag-
netic field lines. The equation of electric current conti-
nuity and the relationship between the ionospheric cur-
rent and electric potential is



div J = j sinχ, J = σ (−∇U) (1)

where J is the height-integrated horizontal ionospheric
current, j is the radial component of FAC, χ is mag-
netic inclination, U is the electrostatic potential and
σ is the height-integrated conductivity tensor including
both the Hall and Pedersen ionospheric conductivities.

The electric field distribution depends on the FAC
topology which is based on the Region 1, 2 and 3 clas-
sification introduced by Iijima and Potemra [1976]. The
entire system of FAC sheets, stretched along the lat-
itudinal circles, is decomposed into subsystems which
are separately controlled by the IMF Bz and By com-
ponents. Additional parameterizations are used to ac-
count for the influence of IMF strength on the latitudi-
nal shift of ionospheric footprint of the FAC sheets and
clockwise rotation of the convection pattern. The FAC
and electric potential distributions over the ionospheric
shell are represented by analytical functions allowing
their continuous evolution following the solar wind pa-
rameters, UT and season.

If the IMF is purely southward (Bz < 0), the Region
1 and Region 2 FACs are assumed to be symmetric rel-
ative to the noon-midnight meridian and both FACs are
approximated by the sine function at the entire MLT



interval [±π]. The electric potential distribution is rep-
resented as

U(θ,ϕ) = −T (θ)F (ϕ)

where F (ϕ) = sin(ϕ−ϕ0) and ϕ0 determines a rotation
of the convection pattern relative to the noon–midnight
meridian while the IMF strengthens. T (θ) is calculated
by integration the electric field distribution along the
dawn-dusk meridian (Edawn−dusk).

If the IMF northward (Bz > 0), the FACs are trans-
formed into the sheets confined to 09:00–15:00 MLT
poleward of the Region 1 and are directed oppositely
to the Region 1 FACs. These FACs are approximated
by the Fourier series of sine function at [±π/2]

j(ϕ) =
∑
m

(jm sin(mϕ))

where jm is the m Fourier coefficient.
The corresponding electric potential distribution is

U(θ,ϕ) =
∑
m

[θm(Am cos(mϕ)+

Bm sin(mϕ))]



An independent Region 3 FAC system is controlled
by the IMF By component. These FACs are also con-
fined to 09:00–15:00 MLT poleward of the Region 1 and
approximated by the cosine function at [±π/2] with
current flowing into (from) the northern ionosphere, if
By is negative (positive). The expression for the FAC
density is

j(ϕ) =
∑
m

(jm cos(mϕ)) (2)

The solution of (2) within the northern polar cap
(θ < θpc), where the geomagnetic field lines are open,
and in the region equatorward of the polar caps (θ >
θpc), where the geomagnetic field lines are closed, is
written, respectively, as

U(θ,ϕ) = −
θpcj0
σpc

ln
θpc

θ
+

∑
m

[
θm(Am cos(mϕ) + Bm sin(mϕ))

]
and

U(θ,ϕ) =
∑
m

[ 1

θm
(Cm cos(mϕ)+



Dm sin(mϕ))
]

The coefficients A, B , C and D are calculated from
the boundary conditions as follows. First, there is no
discontinuity in the electric potential across the bound-
ary of the polar caps θpc on the ionospheric shell. Sec-
ond, any possible discontinuities of the ionospheric cur-
rents across the boundaries of the northern and south-
ern polar caps compensate each other through the cur-
rents leaking into the lower latitudes.

Analytical model of the electric field distribution over
the high-latitude ionosphere is based on the profiles of
Edawn−dusk which continuously evolves with the solar
wind parameters. The topology (geometrical shape) of
Edawn−dusk profile is determined by the IMF Bz and By

signs while its magnitude within a certain topology de-
pends on the strength of each IMF components. An
additional electric field originates from the dynamo ac-
tion of neutral winds as E = Vn × B, where Vn is the
neutral wind velocity taken from the model by [Emmert
et al., 2008]. The corresponding term is added to the
right part of the second equation (1). Note that in the
high latitudes the dynamo effect of winds is seems to
be weak compared to the convection electric field.



In the ionospheric block of the model the time-dependent
ion continuity and momentum equations are solved as
a function of altitude within a convecting and coro-
tating flux tube. The 1-D momentum equation (diffu-
sive transport) for the major F region species, the O+

ion (3), and the continuity equation of photochemical
equilibrium for the generalized molecular ion M+ (4),
which is produced due to the solar EUV and corpuscu-
lar ionization and the chemical reactions with O+, are
integrated along the convection trajectories.

∂

∂t
n(O+) =

∂

∂z

(
F
∂

∂z
n(O+) + Rn(O+)

)
+ QO+ − L (3)

where n(O+) is the ion concentration, t is time, z is
altitude, F and R are the coefficients obtained from the
expressions for the vertical velocity of O+, QO+ and L
are the ion production and loss rates, respectively. For
the O+ ion, two main chemical reactions with O2 and
N2 are taken into account.

QM+ + L = αn(M+) (n(M+) + n(O+) (4)



where α is the recombination coefficient.
The auroral oval is considered as a statistical one and

precipitating particle characteristics are taken from the
empirical model based on the precipitation spectra ob-
served by the DMSP satellites [Hardy et al., 1987]. The
bottomside boundary conditions for the ion number
density correspond to the photochemical equilibrium
for O+ and equal electron, ion and neutral tempera-
tures. At high latitudes, plasma tubes are considered
to act like open ones. At the topside boundary the O+

outflow may occur due to an ambipolar diffusion (po-
lar wind) which depletes the high-latitude ionosphere
of its content of light ions and to some extent O+

ions [David et al., 2018]. In the present version of the
model, for simplicity, the upper boundary conditions at
600 km height do not allow ions to escape further to
the magnetosphere.

The neutral atmosphere is not calculated but instead
the semi-empirical MSIS-family [Hedin et al., 1991]
thermosphere model, NRLMSISE-00 [Picone et al., 2002]
is employed to estimate the spatial distribution of the
number densities and temperatures of the major ther-
mospheric neutral components N2, O2 and O which
are ionized by energetic particle precipitation and solar
direct and scattered radiation.



3.2. Model Output

Example of the model output is presented in Figure 3 as
the contour map of the Ne peak values (NmF2) for the
following representative input parameters: IMF Bz =
−3 nT, By = 0, UT = 11:00, DOY = 360. To demon-
strate the critical role of the plasma convection in form-
ing the large scale ionospheric irregularities, the NmF2
contours are superimposed on the corresponding iso-
lines of the electrostatic potential U (red lines). If IMF
Bz is directed southward (Bz < 0), the ionospheric
projection of the magnetospheric plasma circulation is
a two-cell convection pattern with a fairly homogenous
central antisunward flow and with a return flow along
the dawn and dusk portions of the auroral oval. The
corotation electric field drives the round-pole plasma
drift. Superposition of the symmetric two-cell convec-
tion pattern and the one-cell corotation pattern results
in an asymmetry. Due to corotation effect, the dawn
cell becomes larger, while the dusk cell is suppressed
and the antisunward plasma flow channel is shifted to
the dusk side. Some plasma tubes move anticlockwise
along the equatorial boundary of the high latitude re-
gion, then enter the dusk side convection cell and then
form the cross polar antisunward flow. The plasma



Figure 3. Map of NmF2 (in gray scale, 1011 m−3)
superimposed on the trajectories of plasma convec-
tion (red lines; the contour intervals are 5 kV). Model
input parameters: IMF Bz = −5 nT, By = 0, VSW =
400 km/s, DOY = 360, Kp = 2, F10.7 = 80, UT =
11:00. Plot is centered on the geomagnetic pole and
circles are drawn every 10◦down to 50◦MLat.



tube trajectories partly stagnate in the post-noon local
time sectors likely because the convection velocity just
balances the corotation one.

The NmF2 distribution presented in Figure 3 is typ-
ical for the winter polar ionosphere under conditions
of IMF Bz ≤ 0 and relatively low particle precipita-
tion. The largest Ne is observed in the post-noon sec-
tor whose ionospheric plasma has been long illuminated
while drifted on the day side. A considerable increase
in Ne up to 3×1011 m−3 at ∼ 60◦ MLat forms the po-
lar peak in which the plasma density may additionally
increase due to convective stagnation of the plasma
tubes. The enhanced Ne extends from the day side
to the night side due to the transpolar anti-sunward
plasma flow. The polar cavity is manifested by a de-
crease in Ne lower than elsewhere in the polar cap in
the post-midnight local time sector in darkness. The
central part of ToI is suppressed by the polar cavity, so
that it tends to split up into two branches.

The 3-D distribution of Ne within the F region polar
ionosphere is modeled on the hourly basis and then
averaged over a whole quiet period of each month.
The input parameters are taken according to Figure 2.
Maps of the NmF2 isolines in the MLT–MLat coordi-
nate system are presented in Figure 4. From this figure



F
ig
u
re

4
.

C
on

to
ur

m
ap

of
N
m
F

2
(i

n
10

1
1

m
−
3
,

th
e

gr
ay

sc
al

e
is

co
m

m
on

fo
r

al
l

th
re

e
pl

ot
s)

fo
r

(a
)

Ja
nu

ar
y,

20
08

,
(b

)
M

ar
ch

an
d

(c
)

Ju
ly

,
20

07
.

T
he

lo
ca

ti
on

of
th

e
E

S
R

an
d

th
e

S
G

O
io

no
so

nd
e

in
ea

ch
M

LT
ho

ur
is

m
ar

ke
d

by
bl

ue
an

d
or

an
ge

do
ts

,
re

sp
ec

ti
ve

ly
.



one can identify several large-scale F -region irregulari-
ties and follow its seasonal evolution. The dark winter
ionosphere is almost empty of plasma, the equinoctial
ionosphere is characterized by the largest spatial gra-
dients of plasma density and the summer ionosphere
is the most homogeneous. The systematic change in
the F -layer peak density is such that the magnitude
of the post-noon peak increases from winter (∼ 1.5×
1011 m−3) through summer (∼ 2.5 × 1011 m−3) to
equinox (∼ 3 × 1011 m−3). The dayside Ne enhance-
ment tends to extend to the nightside due to the anti-
sunward transpolar plasma flow which is strong enough
even under zero IMF Bz conditions. However, in the
central polar cap the polar cavity tends to dominate,
so that ToI is shifted to the flanks. The polar edge of
MIT and the auroral peak are reproduced in winter and
equinoctial ionosphere.

4. The ESR Observations

In this paper we utilize a large data set of the incoherent
scatter EISCAT Svalbard radar (ESR, 78.2◦N, 16.0◦E)
collected in 2007–2008 to compare the observed and
modeled monthly composites of the key parameters of
Ne distributions over three seasons (equinox, summer



and winter), based on unprecedented data set from the
ESR collected during International Polar Year (IPY)
when the ESR was operating nearly continuously. This
formed a valuable dataset of basic ionospheric param-
eters, collected under very low solar and magnetic ac-
tivity conditions, which represent a background state
of the ionosphere. The IPY data collection has been
used extensively to address some fundamental ques-
tions about upper atmosphere climatology [Sojka et al.,
2007; Zhang et al., 2010].

The EISCAT radars are able to probe the ionosphere
by transmitting a signal and receiving back-scattered
signals [Williams, 1995]. The radar measures the ba-
sic plasma parameters of the ionosphere including Ne ,
electron and ion temperature and the l-o-s velocity. We
got the data from the MADRIGAL online database,
which contains analyzed ESR data starting from the
beginning of the radar operation in 1996. During IPY,
from March 2007 to February 2008, the ESR 42 m dish
operated almost continuously making the field-aligned
measurements (azimuth 184.0◦, elevation 82.1◦) called
the CP1 mode. ESR measurements cover more than
60% of the total time within the IPY campaign (note,
in 2009, because measurements are conducted usually
as short campaigns, the corresponding time fraction



was only ∼ 2%). The valuable data set was collected
under very low solar and magnetic activity conditions.
Detailed information about the data coverage is given
in Figure 5. In March and July, 2007 measurements are
available for about 80% of each month. The period of
January 2008 has more data gaps and the data may
be of lower quality, mostly because the plasma in polar
winter ionosphere was so rarefied that the radar was
able to receive only very few scatter signal.

We took the opportunity of the IPY long-term ESR
run to construct a composite of the Ne height profiles
for each MLT from a large database. In the IPY mode,
the data are collected with 1 minute resolution. In or-
der to eliminate the short-term fluctuations, a running
mean averaging was performed every 5 minutes, over
periods of 60 minutes. The altitude step is 5–15 km,
15–20 km, and 20–30 km for altitudes 150–200 km,
200–300 km, and > 300, respectively. The monthly
ESR Ne composites for each local time hour are used
for comparison with the Ne predicted by PFIM.
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5. Comparison of the Radar and Model

Ne Composites

Performing a series of model simulations we collect the
Ne height profiles over the ESR site and then calculate
a composite. Similar composites are constructed using
the ESR data. The 2-D distributions of log(Ne) (in
the frame of height versus MLT) over the ESR site
representing the three different seasons are shown in
Figure 6. The upper and lower plots show the actually
observed and simulated log(Ne), respectively.

During the quiet period with a stable F10.7 level, the
Ne distributions exhibit more likely the undisturbed sea-
sonal trend. In the polar ionosphere, Ne exhibits a deep
minimum in winter when the sun is always set. The
electron density does not reach maximum in summer
as would be expected from photochemical processes;
instead, both the observed and modeled Ne tend to
be the largest in spring. The observed (modeled) peak
log(Ne) contour is equal to 11.4 (11.6), 11.4 (11.5),
11.0 (11.0) for the equinoctial, summer and winter
month, respectively.

The shape of the height profiles do not coincide so
well at each particular local time and season. For ex-
ample, in July, even visual examination of the corre-
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sponding upper and lower plots in Figure 6 reveals that
the model predicts stronger spatial gradients in plasma
density, while the actually observed distributions are
more homogenous. Another notable difference is that
PFIM systematically underestimates Ne in the upper
part of the height profiles. This reduction may be due
to the simplified upper boundary conditions, which do
not account for the escape of the oxygen due to the
polar wind. The largest discrepancy in the isolines of
Ne is observed in January. The modeled Ne reaches its
maximum in the post-noon sector, while the observed
Ne peak is shifted to the later local times. In March
and July the positions of the dayside maxima match
well.

The key parameters of the Ne distribution are the Ne

peak (NmF2) and its height (HmF2). The quantita-
tive estimate of the PFIM performance relative to the
observational results is shown in Figure 7. Although
the model predicts slightly larger NmF2, the modeled
and observed Ne peaks match closely. The difference
between the two techniques does not exceed 15% and
decreases going from the equinoctial/summer to the
winter months. The modeled heights of the Ne maxi-
mum are considerably larger than those observed by the
radar. The model predicts 280, 270 and 285 km, while



the ESR HmF2 is 240, 238 and 247 km for March, July
and January, respectively. Thus the systematic differ-
ence is about 40 km for all months under consideration.

6. Comparison With the SGO Ionsonde

Observations

To compare the modeled Ne at the auroral latitudes
we utilize the data collected by the Sodankyla Geo-
physical Observatory (SGO, 67.2◦N, 26.6◦E) ionosonde
[Kozlovsky et al., 2013]. Since April 2007, at SGO, a
frequency-modulated continuous-wave chirp ionosonde
operates performing one sounding per minute. The
critical frequency (the highest magnitude of frequency
above which the waves penetrates the ionosphere) of
the F2 layer (foF2) is routinely measured by iono-
spheric vertical sounders. These data provide a reliable
estimation of the Ne peak (NmF2). The foF2 mea-
sured by an ionosonde can be converted to NmF2 by

NmF2 =
ε0me4π2

e2
(foF2)2

where the unit for NmF2 is m−3, and that for foF2 is
Hz.



Figure 7. Comparison of the observed and mod-
eled log(NmF2) and HmF2 for March 2007, July
2007 and January 2008.



From the original 1-hr values of foF2 the monthly
medians of NmF2 are calculated. Then the NmF2 data
are sorted as a monthly composite for each local time
hour (MLT = UT +3 for the Sodankyla site). The
monthly averages (median values) of ionospheric pa-
rameters are the standard parameters in the ionosonde
data set of the International Union of Radio Science
(URSI). The data are related to MLat = 64.1◦, L =
5.25, it is close to the southern boundary of the au-
roral oval. Comparison of the model output with the
SGO ionosonde measurements is based on the monthly
median values of foF2 for the same periods as the ESR
observations. Figure 8 depicts the diurnal variations of
the NmF2 median for January, March and July. Each
panel presents a combination of the experimental and
simulated daily curves.

From Figure 8 one can see that during daytime the
magnitude and shape of the simulated daily curves are
in reasonable agreement with observations, while the
model systematically overestimate the nighttime NmF2
by about 0.5− 1× 1011 m−3. The discrepancy is likely
related to a stronger effect of auroral particle precipi-
tation in the model. In winter/equinox, the observed
and modeled daytime NmF2 values are of the simi-
lar amplitude (2 and 3 × 1011 m−3 for January and



Figure 8. Diurnal variation of NmF2 medians as
simulated and measured by the SGO ionosonde in (a)
January 2008, (b) March and (c) July 2007.



March, respectively) and of the close local time po-
sition (14:00 and 15:00 MLT). In summer, when the
ionosonde daily curve is rather flat, the model predicts
a pronounced difference between the day- and night-
time NmF2 as well as a shift of the daytime peak to the
later MLTs. In July the modeled night time NmF2 is
by about 0.5× 1011 m−3 lower than the observed one.
Showing the same seasonal effect as the ESR obser-
vations, the equinoctial daytime peak slightly exceeds
the summer peak. Overall, comparison of the modeling
results and the ionosonde measurements confirms the
tendencies seen in the ESR observations.

7. Discussion

Physical models based on the governing equations are
limited by the inherent schematic representation of key
parameters and thus need validation and direct compar-
ison with the experimental data. To take this step the
simulated data from PFIM model have been validated
against measurements of the Svalbard ESR located in
the polar cap (75◦MLat) and the SGO ionosonde lo-
cated in the auroral zone (64◦MLat). A quantitative
test of the model predictions is based on the large set of



observations made during IPY, when the solar cycle was
at its minimum and the high-latitude ionosphere was
relatively undisturbed. However, although the sunspot
number was very low, the solar activity was dominated
by the solar wind HSSs, during which the substorm oc-
currence may be greatly enhanced [Lukianova et al.,
2012; Mursula et al., 2015]. Because of this, HSS days
were excluded from the analysis, which reduced the to-
tal number of days by about a half.

To assess the key parameters an analysis is performed
of how the main large-scale ionospheric irregularities
vary in morphology and magnitude with the local time
and season. The results of comparison indicate that the
modeled magnitude and height of NmF2, the annual
and diurnal variations are in general agreement with
the experimental data. On the other hand, some dis-
crepancies are revealed in the Ne distributions inferred
from the model and observations at particular heights
and local times. In general, the model tends to under-
estimate Ne at the heights above the F2 peak plasma
density. In the following we concentrate on the possible
reasons of disagreements, understanding of which will
help to improve the PFIM in the future.

The discrepancy between the ESR observations and
modeling becomes notable above ∼ 300 km. It can



be caused by the effect of the zeroed upper boundary
conditions for the diffusion equation for O+ used in the
present version of PFIM. In the polar cap, where the
length of the geomagnetic field line substantively in-
creases, a flux tube becomes almost vertically oriented
and open to the solar wind. At the upper boundary
(at 600 km) of the modeled ionospheric slab, it is more
realistic to set the slope of the O+ density, which is re-
lated to the flux of ions across the boundary. However,
because of the low geomagnetic activity, the model run
is performed under assumption of the zero ion outflow.
David et al. [2018] using the ESR observations dur-
ing the IPY 2007 period have investigated the diurnal
and seasonal variability of the ion fluxes at the F re-
gion altitudes at various levels of geomagnetic activity.
It was shown that the high-flux upflow events are to
be a rare occurrence while the low-flux events are a
much more frequent phenomenon. During solar min-
imum, a lower magnitude of upflow occurrence, less
than 2.5× 1013 m2 s−1, has been observed. Neverthe-
less, from the physical point of view this assumption
may lead to the underestimate of the calculated Ne

above the peak height.
Simulated distributions shown in Figure 6 reveal a

notable depletion (polar cavity) in the nighttime Ne ,



while the depletion observed by the ESR radar is much
smaller. The polar cavity is primarily associated with
the convection reversal in the regions of weak convec-
tion, while ionization chemical decay progressed [Ben-
son and Grebowsky, 2001; Sojka et al., 1991]. The
downward drift component (associated with the dawn-
dusk electric field within the polar cap) which increases
the ion outflow into the region with a larger neutral
density and, correspondingly, with a higher rate of re-
combination may play a role [Rishbeth and Garriott,
1969]. Taking into account the mechanisms of the po-
lar cavity formation, the discrepancy between the ob-
served and modeled morphology of the night-time Ne

distributions may be related to a simplified analytical
expressions of Edawn−dusk. In particular, the analytical
representation may overestimate the night side elec-
tric potential, when the IMF Bz rotates from south
to north and the topology of the Edawn−dusk profile is
changed. It is related to the fact that the basic con-
vection pattern is assumed to be symmetric relative
to the dawn-dusk meridian and the foci of the con-
vection vortices are not shifted sunward if the IMF Bz

becomes northward. Comprehensive convection models
have shown more complicated dependence of the con-
vection patterns on the polarity of IMF and the solar



zenith angle [Lukianova et al., 2008; Ruohoniemi and
Greenwald, 2005; Weimer, 2005; Zhang et al., 2007].
In particular, the sign of IMF By and season introduce
an asymmetry to the electric potential distribution. If
Bz turns northward and also with the advance of season
from winter to summer, the convection cells appear to
move antisunward. Fine convection structures are not
accounted by PFIM, whose convection patterns more
likely reproduce the basic signatures of Heppner and
Maynard [1987].

Relatively good agreement is achieved between the
simulated daily variation of NmF2 and the ionosonde
measurements made near the equatorial boundary of
the auroral oval. However, although the daytime peak
of NmF2 is reproduced with high accuracy, in the night
side the model predicts the higher values of NmF2 com-
pared to the ionosonde data. The source of this dis-
crepancy is likely related to an overestimation of auroral
particle precipitation in the model. The model is pa-
rameterized by the global Kp index. The step in Kp
index is taken as one unit and the auroral characteris-
tics are calculated for Kp = 1 (see Table 1). However,
in 2007–2008 the actual precipitation rate seems to be
marginal.

On the day side, the simulated Ne is in quantita-



tive agreement with observations of both instruments.
The model shows that the more dense plasma is con-
centrated in the post-noon local time sector at about
70◦MLat. This irregularity is likely associated with the
dayside polar peak. The polar peak is often attributed
to the low energy electron precipitation in the cusp re-
gion although at markedly different altitudes depending
on the energy [Cai et al., 2007; Millward et al., 1999].
However, in the PFIM model, the precipitating spectra
and related parameters are taken from the model by
Hardy et al. [1987] which does not specify the cusp
precipitation. Thus the polar peak reproduced by the
model is likely caused by the peculiarities of plasma drift
in the post-noon sector, where the sunlit plasma tubes
tend to stagnate due to the oppositely directed convec-
tion and corotation electric fields. Comparison of the
observed and modeled main variables of the F2 region
ionosphere: peak of electron density NmF2 (and critical
frequency foF2 as an equivalent to maximum electron
density) and height of the peak, HmF2, reveals that the
model predicts a considerably higher altitude of HmF2
and a slightly larger magnitude of NmF2 than actually
observed values. Since the influence of solar activity
is very weak during the periods under consideration,
we speculate that the origin of systematic difference of



about 40 km is likely due to changes in the background
atmosphere. In PFIM, the neutral atmosphere is rep-
resented by the NRLMSISE-00 model which is based
on the previous member of the MSIS family, MSIS-
90. The data underlying MSISE-90 cover the period
1965–1983. The expanded database contains observa-
tions up to 1997. Since that time, significant changes
have occurred in the upper atmosphere mainly due to
anthropogenic impact.

Comprehensive analysis of the long-term trends [Las-
tovichka et al., 2012 and references there in] has shown
that at present long-term changes in the atmosphere-
ionosphere system are predominantly controlled by the
increasing concentration of greenhouse gases. More-
over, the greenhouse gas control of long-term changes
in the ionosphere was increasing throughout the 20th
century, while the solar and geomagnetic control was
decreasing.

The radar observations revealed changes in ion tem-
perature in the midlatitude upper thermosphere at 250–
400 km height [Holt and Zhang, 2008; Zhang et al.,
2011]: a cooling by 2.5 − 5 K/year. The larger val-
ues are for higher altitudes. As pointed out by Las-
tovichka et al. [2012], the negative trend in the ther-
mospheric ion temperatures together with a negative



trend in the thermospheric neutral density indicates a
negative trend in the thermospheric neutral tempera-
ture. Cooling and contraction of the upper atmosphere
affect the neutral and ion composition because the ma-
jority of chemical reactions are temperature dependent.
Model calculations of the effect of CO2 doubling on the
ionosphere by [Qian et al., 2008] have shown that in the
high latitudes the combined effect of changes in photo-
chemical and plasma transport processes together with
thermal shrinking of the upper atmosphere result in a
decrease of HmF2 by about 20 km, while decrease of
foF2 is relatively small. Negative trend of Ne and the
peak height in the F2 region due to cooling and con-
traction under greenhouse gas forcing is likely a reason
of the systematic excess of the PFIM Ne over the ESR
observations.

8. Summary

The numerical model of the polar F region ionosphere
(PFIM) is developed in order to predict the main fea-
tures and large scale ionospheric irregularities which are
produced primarily by the plasma processes driven by
magnetospheric dynamics and also depend on the back-
ground atmosphere.



Validation of the accuracy of the proposed mod-
eling with real data has been made using measure-
ments of ionospheric plasma density obtained by the
European incoherent scatter (EISCAT) Svalbard radar
(ESR, 78.2◦N) and the SGO ionosonde (67.2◦N) un-
der quiet solar conditions of March and July 2007, and
January 2008. The key parameters characterizing the
polar ionosphere F layer (magnitude and height of the
Ne peak, their daily and seasonal variations) are in rea-
sonable agreement with the experimental data. The
key parameters are seemed to be reproduced reliably,
although the model predictions are in better agreement
with the observations on the day side and below 300
km height.

Overall, the model by about 10% underestimates
the ionospheric parameters as compared with actual
measurements. Insufficiency and over-simplicity of the
model may be a reason of the systematic excess of
the PFIM NmF2 and HmF2 over the ESR observa-
tions. Besides, a negative trend in Ne and height of
the F2 region due to the upper atmosphere cooling and
contraction under greenhouse gas forcing would lead to
the same effect. However, further, more sophisticated
study is needed to confirm/refute this assumption.



Availability of Data and Material

The datasets from the EISCAT ESR radar, the So-
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solar wind are available in the https://open madri-
gal.org/, http://www.sgo.fi/, https://omniw eb.gsfc.nasa.gov/.
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