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Abstract. The article presents the technology
for collecting low-frequency and event detecting
in high-frequency environmental data streams
using wireless sensor networks, a developed set
of sensors for different sampling rates, detectors
for high-frequency events, and software to
convert, store and visualize the data.
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1. Introduction

There are two opposite approaches in the technology
for collecting environmental data. The first can be re-
alized by autonomous recorders of physical quantities
(loggers): devices are installed at a required point to
scan parameters at a required frequency, keeping them
in a local storage. In order to obtain data from such
device, a direct contact has to be established with it.
This is inconvenient, if the device is installed in a re-
mote place (for example, trees, wells etc.), and can be
time consuming, if several dozen devices are installed
at the studied area. The second approach is to use a
fixed wire or wireless data collection network, capable
of transmitting large amounts of data in real time. The
disadvantage of this approach is high energy consump-
tion, the need for laying cables or radio paths, regular
maintenance of units, and the vulnerability of the en-
tire network in the event of failure of communication
channels. All this leads to a substantial increase in the
cost and time of deployment.

This paper presents a compromise technology, which
is a rapidly deployable wireless network consisting of
a set of almost autonomous recorders (wireless sen-
sor network, WSN). The nodes of the network do not



require maintenance and replacement of power supply
for months, even years, but at the same time collect-
ing data from all nodes can be performed remotely from
different places and at any time. The basis of this tech-
nology is weather-sealed intellectual sensors (motes)
with a built-in microprocessor, connected by a digital
radio channel with a decentralized peer to peer (P2P)
communication protocol (IEEE 802.15.4 ZigBee), tol-
erant to faults of individual transponders and equipped
with software, optimized for data collection and event
detection directly on the network nodes.

Such network can be used for rapid deployment (for
example, deploying sensors by UAV) in remote places,
followed by collecting data by using radio without hav-
ing to crawl to all sites, for example, on a volcano, in
a geothermal system, in a forest on fire or for environ-
mental monitoring, in a mine etc.

Various geophysical parameters have different char-
acteristic sampling rates. For example, data on de-
formations, magnetic field or air temperature change
relatively slowly, so they can be scanned with periods
of days-hours-minutes, while seismic tremors and infra-
sound are observed at frequencies of few hundreds of
Hertz. The technology of wireless sensor networks can
be used for data collection and detection of events in



long-period (interval day–minute), and in high-frequency
(dozens of kHz) time series. The article presents a set
of intelligent sensors to observe basic geophysical pa-
rameters at different frequencies. For high-frequency
observations all data transmission in real-time is limited
by a network bandwidth. Therefore, for high-frequency
observations we proposed a set of detectors to help
you analyze data directly at the network nodes, with
the ability to preserve and transmit to data collection
center only a summary of events.

2. Architecture of Intelligent Sensor

We used the TelosB platform produced by the Ameri-
can company Crossbow as a prototype intelligent sensor
(Figure 1). The 16-bit Texas Instruments MSP430 mi-
croprocessor with 8 MHz clock frequency and 0.7 mA
power consumption in idle mode and 200 mA in active
mode, 2.4 MHz radio link, 512 KB operative memory,
USB port for PC connection and a basic set of sensors
of voltage supply, temperature, and relative humidity,
and illumination in the visible and near infrared spec-
trum are installed on the sensor’s motherboard. The
microprocessor has a built-in 12-bit ADC and a few
digital inputs for external sensors. More detailed tech-



Figure 1. Main components of TelosB wireless sensor
network module.

nical parameters of the node are given in the manufac-
turer’s specification (Technical specification Crossbow,
“TelosB datasheet” component code: 6020-0094-01.
Rev B). The battery life of the sensor on two AA bat-
teries depends on the duration and power of the radio
and is a few weeks, on average. However, in the case of
a sensor network to collect low-frequency observations
with buffered data at the nodes, it can provide relief



operation, preserving battery power for longer periods
of time.

TelosB platform modules use network protocol Zig-
bee [Farahani, 2008] which provides energy-efficient
multi-hop radio communication of short messages be-
tween WSN nodes with dynamic routing, choosing
methods of message delivery and taking into account
the performance of intermediate nodes. Distance be-
tween nodes is highly dependent on the conditions of
their placement (underground, in trees, in a room), but
the average distance is about 10 m. Using an external
antenna, the communication range can be increased up
to 50 m. Therefore, monitoring of extended objects re-
quires either a large number of nodes that transmit data
“along a chain”, or intermediate Wi-Fi bridges (the
so-called mesh networks, http://www.ni.com/white-
paper/11211/en#toc2).

The UC Berkeley scientists have developed a spe-
cial operating system TinyOC [Hill et al., 2000] and
the nesC extension of the C language [Gay, 2003; Levis
and Gay, 2009] for multithreaded programming of data
processing tasks in real-time by energy-efficient micro-
processors. It allows to compile multitask applications
on Windows and Linux platforms for TinyOS and place
them in 8 K memory of the microprocessor to handle

http://www.ni.com/white-paper/11211/en#toc2)
http://www.ni.com/white-paper/11211/en#toc2)


512 KB data buffer. These tasks include the digitiza-
tion of a number of inputs from the sensors (for exam-
ple, temperature, light, etc.), cyclic buffering and data
smoothing, a simple data analysis, formation of com-
munication and transmission of data over a network to
a centralized data center.

3. External Sensors

The basic set of sensors placed on the TelosB moth-
erboard was expanded by an external thermocouple,
infrasonic microphone and accelerometer.

A thermocouple with measuring threshold up to
400◦C is connected to the TelosB platform based on a
specialized chip ASIC MAX6675 (Figure 2). External
ADC is connected to the TelosB motherboard by five
channels: grounding channel, channel for transmitting
command to initiate the process of obtaining the
next value, clock control channel to control the
speed of data transmission, digital channel for data
acquisition, power supply channel. A software module
was written in the nesC language to work with the
thermocouple. Circuit design and module code in the
nesC language for connecting thermocouples to the
TelosB platform using an IC MAX6675 is shown here:



F
ig
u
re

2
.

T
el

os
B

pl
at

fo
rm

w
it

h
at

ta
ch

ed
th

er
m

o
co

up
le

an
d

in
fr

a-
so

un
d

m
ic

ro
ph

on
e.



http://sourceforge.net/projects/wsndetectors/files/
sensors.doc/download.

Infrasound microphone was built on the basis of an
analog operational amplifier and RC-low-pass filter with
a threshold of 30 Hz. The sensor is connected directly
to the TelosB platform by two channels: grounding
and data transmission channels (Figure 2). The sensor
generates an analog signal, so an ADC built into the
TelosB platform, was used. The sensor requires an
additional power supply of 9 V, as TelosB provides only
6 V. All parts of the system, including microphones,
focused on the three spatial directions, are packaged in
a plastic container. A driver in the nesC language was
written to work with the sensor.

A board with MMA7260 accelerometer is connected
directly to the TelosB platform by four channels: one
grounding channel, the other three are data transmit-
ting channels (one for each spatial axis X , Y , Z ). The
sensor sends data coded by an analog signal, so the
TelosB ADC and a special program module in nesC
language are used to work with the accelerometer.

http://sourceforge.net/projects/wsndetectors/files/sensors.doc/download
http://sourceforge.net/projects/wsndetectors/files/sensors.doc/download


4. Data Collection and Transmission in

Wireless Sensor Networks

To ensure the proper opeartion of the sensor network,
a special program must be installed in each node, to
control the platform and all of its software and hardware
components. In theory, such program can be unique
for each node, but because of the possibility of using
hundreds of nodes in a single network, same programs
are usually being used for the majority of nodes. In the
simplest case, we can distinguish two types of nodes
with different software: the work units for the collection
of data and the base station, connecting the network
nodes to the host computer.

The operating system for the sensor chip is called
TinyOC and provides a package of basic software com-
ponents written in nesC, including the drivers and utili-
ties for hardware elements of the platform (radio, USB
memory, ADC and DAC, integrated set of sensors, light
emitting diodes, etc.) and modules for the organization
of software infrastructure (task queue, message queue,
network communication protocol of data radio trans-
mission, etc.). Using the supplied components, the
user can append his superstructures of higher level for
data processing and management. Software environ-



ment for the development of programs for intelligent
sensors on Linux platform allows you to edit the source
code in nesC, compile the program, download the bi-
nary code in the microprocessor memory, debug it, and
interact with other wireless sensor network nodes.

After uploading the program into the sensor mem-
ory and switching on the power, the microprocessor
automatically resets and the network node begins to
function. In our case, the node starts to poll sensors
with subsequent data processing. One dedicated node
is a base station. Its functional purpose is to send con-
trol commands to other nodes in the network, control
general settings (for example, the local time of nodes),
transfer data from a network to a connected computer.
When transferring data, all nodes send measurements
to a base station, which through a USB-port transmits
them to the management program running under the
Windows or Linux OS of the PC computer.

Use of the basic components of the TinyOC system
allows us to organize data collection as using built-
in sensors (thermometer, hygrometer), and with the
help of external analog sensors (eg, microphone, mag-
netometer, etc.) connected to the input of an analog-
to-digital converter of wireless sensor module. Using
standard protocols LE (Link Estimation) and CTP (Col-



Figure 3. Scheme of wireless sensor modules network.

lection Tree Protocol), we can organize data transfer
between the sensor modules in a chain, forming a multi-
hop way. Moreover, if a module is out of range of the
base station, it can transmit data through a chain of
other modules. The approximate scheme of the net-
work is shown in Figure 3.

A sensor network works in the following way. Wire-
less sensor network nodes are installed in the studied
area, determine their “neighbors” by radio and start to



collect data. Depending on the task, the nodes can
store data in memory without processing, or analyze
data to allocate the required conditions (events). The
optimal solution depends on the frequency of obtaining
measurements.

In the case of low-frequency data (1 second or less),
all observations can be temporarily stored in local mem-
ory on a node. Several megabytes of memory are enough
to store data for a long enough time. At the request of
the operator or the timer the control unit initiates the
downloading of data.

In the case of high-frequency observations the size lo-
cal memory of the sensor is not enough to store, and the
capacity of the radio channel is not sufficient to trans-
fer the total data volume: in our tests the maximum
rate of a reliable transmission using ZigBee protocol is
about 1500 measurements per second. In this case we
use the Event Listeners: each node processes its own
data, and when an event is detected, it retains data
only in a small range, or refuses to save data, passing
only a summary through the base station. An example
of a detector of events is given in Section 5. The low
data throughoutput of wireless sensor networks is the
inevitable choice: either to lose a part of data, or to
connect more efficient equipment (for example, Wi-Fi



transmitters, power supplies, etc.), which will increase
the size and power consumption of the network nodes
and reduce its autonomy.

An important component of time series is observa-
tion time value. To determine the time of measure-
ment, one can use local clocks built into each node.
To put the data obtained from different nodes in a
proper order, the nodes have to be synchronized in
time, which can be made with one of the basic com-
ponents of TinyOS, implementing the FTSP protocol
(Flooding Time Synchronization Protocol) [Maroti et
al., 2004] FTSP is a common time synchronization pro-
tocol for wireless networks, which provides high accu-
racy of synchronization by using special tags on two lev-
els of the protocol stack of radio transmission. FTSP
also takes into account a drift of clock signals of sen-
sor modules and introduces the appropriate correction
using linear regression. An alternative option is to use
a GPS-receiver on the selected nodes. The advantage
of this approach is related to the ability to synchronize
the time not only between the nodes, but also to the
global world time.

After downloading data to a computer through a
base station, they should be placed in a storage (they
can be stored remotely if you have several computers,



or they may change) with the possibility of visualiza-
tion. The simplest version of the data model to store
parameters is time series time–value.

5. Program Software for Data Collection

and Visualization

For collection of low-frequency data for sensor network
nodes based on the Koala project [Musaloiu-E. et al.,
2008] a control program was developed, for collection
and storage of data into the local memory of a data
node of built-in and external (connected both by digital
and analog channels) sensors, downloading data from
the nodes in a required moment through one node,
connected on a USB-port (base station) along the dy-
namically constructed multi-hop routes, to determine
the global time of all measurements and to save bat-
tery power (up to 1–2 years) by work optimization of
radio transmitting components.

We have developed scripts to store data, check their
integrity, transfer them from internal representation of
the sensors into the standard units of measurement
based on the calibration information, save data in CSV
format for MS Excel or download data to a local or



remote storage, which could be: SQL-databases, Ac-
tiveStorage [Zhizhin et al., 2011] database, Earthworm
[Childs and Komeç, 2003] distributed system for seis-
mic data.

The ActiveStorage scientific database was developed
at the Geophysical Center RAS to store time series,
satellite images, results of numerical simulations, as
well as any other information that can be presented in
the form of multi-dimensional numerical arrays. The
storage main features are:

• Flexible architecture allows you to keep heteroge-
neous data in a single storage system.

• Effective indexing of large amounts of data (hun-
dreds of terabytes).

• Basic data processing directly on the storage nodes
(arithmetic operations, statistical analysis, linear
convolution).

• Integrated metadata, data description cannot be
separated from the actual data.

• Automatic distribution of data (as well as parallel
processing) in multiple nodes and in a cloud.

• It can be used in the Grid infrastructure through



OGSA-DAI services [Dobrzelecki et al., 2010; Jack-
son et al., 2011].

To visualize data, collected in real time (without
intermediate saving to the nodes’ local memory), a
Windows-application was developed that allows you to
read one-dimensional arrays (time series) of ActiveStor-
age and display them in a graph. The application en-
ables tracking data updates in the storage online, read-
ing a tail of specified length of the array in regular time
intervals (for example, every second). The screenshot
of applications for data visualization is shown in Fig-
ure 4.

To access the measurements stored in the database
we have developed a web-service that allows you to
query to the database for a required set of parameters
for a certain time interval obtained in a given set of
nodes, and returns the results in CSV format (Figure 5).

The same web-service provides graphical represen-
tation of time series for a given parameter, obtained
from a given node in a given range of dates, selection
and scaling of required portions of graphs, coloring and
highlighting of values obtained at a given time point
(Figure 6).

To visualize time series with reference to electronic
maps a web application was developed based on a tile
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Figure 5. Result of work of data acquisition web-service.

server. A map, obtained through the GoogleMaps (Goog-
leMaps project. Project site: http://maps.google.com/)
application programming interface, was used as a car-
tographic layer. For visualization of the sensor loca-
tion on the map we use the “pushpin” element of the
GoogleMaps interface, which is portrayed as a marker
on the map at the geographical location of the data
source. A graphical window is tied up to the marker,
which displays a graph of the time series by the Protovis
package [Bostock and Heer, 2009] (Figure 7).

Tile server is a service to retrieve map fragments

http://maps.google.com/
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(tiles). A tile is given by level of detail (Z ) and coordi-
nates (X ,Y ). The tile size is fixed at 256× 256 pixels.
At the 0 level of detail the whole map is covered by one
tile with 0, 0 coordinates. At each level of detail, the
number of tiles increases by four times. Thus the map
can display raster data showing the spatial distribution
of the values of geophysical field at a given time.

6. Examples of Use

6.1. Detection of High-Frequency Events
Based on STA/LTA Algorithm

At the present time the STA/LTA (Short Time Aver-
aging/Long Time Averaging) detector is widely used.
The principle of its operation (Figure 8). is to analyze
the ratio of signal strength, averaged over a short time
interval (STA), to the power averaged over a long inter-
val (LTA). The decision on the presence of the signal in
the noise is made if STA/LTA ratio exceeds the thresh-
old. This threshold is usually in the range of 4–5 and
depends on the properties of noise in a particular situa-
tion. It should be noted that the statistics of STA/LTA
ratio is optimal for detecting signals in Gaussian noise.

After turning on, each node in the network starts
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collecting data from the sensor and buffering them in
a circular array. Size of the circular array is chosen to
be equal to the sum of the sizes of long and short win-
dows. Buffering process continues as long as the array
is completely filled. After that the sum of values for the
LTA window and the sum of values for the STA window
are calculated, we find the STA/LTA ratio. At the next
iteration, which starts when a new measurement from
the sensor is received, the sum of values for LTA and
STA is not recalculated. The first value is deducted
from the sum, then the window is shifted by one count
forward and the last value in the window is added to
the sum. This reduces the load on the processor node
and increases the speed of computation. The windows
move through the array in a circular mode.

When the specified threshold of the STA/LTA ratio
is exceeded, a message is sent to the base station, con-
taining the number of the sensor, which has recorded
the occurring event, and the value of the STA/LTA
ratio. The data are stored in the internal memory of
the WSN node. Next message will be sent when the
STA/LTA ratio is below the given threshold.



6.2. Environmental Monitoring in Super-
computing Center
The experiment was carried out in the computing cen-
ter with a total area of 1000 m2, which hosts several
dozen telecommunication cabinets of servers, providing
an “aggressive” environment in the form of electromag-
netic interference and physical barriers. Established
for the experiment wireless sensor network consisted
of four nodes, equipped with sensors for temperature,
humidity, photosynthetic active radiation, light, which
were placed at a distance of 10–50 meters from each
other. The purpose of the experiment was a non-stop
data collection of physical parameters at 1 minute fre-
quency with an irregular data uploading to a central
repository.

The work was done according to the following sce-
nario (Figure 9):

1. The data were downloaded irregularly, at intervals
of 2 to 7 days with a base station connected to
the netbook running OC Windows OC Windows
to host the virtual machine running TinyOS 2.1.
At downloading data, the base station’s location
varied from close vicinity to the nearest node to
a distance of 10–15 meters from it with obstacles
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in the form of walls and radio interference with
computing equipment.

2. The monitoring results were stored in specific raw
form to a local file on a virtual machine.

3. Raw data were normalized into the standard mea-
surement units and converted into digital format.

4. Data in digital format were uploaded into a remote
database MySQL, from which they can be retrieved
by the system of visualization.

The experiment has established:

• duration: 34 days;

• drop in battery power from 3.2 to 3 volts on av-
erage (it is worth noting the hostile environment,
periodic interruption of channels and need to re-
download data lost during transfer);

• network polling rate: it depends on the remote
location of nodes and the number of intermediate
links in the route of data downloading, but the
average time taken to download data received daily
from one node (6 sensors with measurement period
per minute), was equal to minute;



• network activating rate before downloading data:
by default, to activate all the nodes, the base sta-
tion got one and a half minute, but it actually took
about 10–20 seconds.

The monitoring experiment has shown positive re-
sults in terms of saving battery life and reliability of
data storage (not a single measurement was lost). An-
other positive result was support for communication at
a distance of 10–20 meters over obstacles (walls) and
in conditions of constant noise from the equipment.
During more than a month of the experiment, not a
single node needed technical maintenance.

7. Conclusions

There is a number of advantages and disadvantages of
wireless sensor networks. The benefits include:

• Simple installation and maintenance. The network
is easy to install, it doesn’t require any additional
communication. Downloading of data does not re-
quire direct contact with each node, which is im-
portant for inaccessible locations.

• Mobility. Network configuration can change rapidly
without additional effort. Software update for each



sensor can be loaded on the same radio channels
as the data collection.

• Scalability. The network may include hundreds or
thousands of nodes. New nodes can be added dy-
namically without having to reconfigure the net-
work.

• Separate “dense” network islands, in which data is
exchanged via ZigBee, can be combined into more
extensive mesh networks using Wi-Fi gateways.

The main shortcomings are:

• Limited power consumption. This is both an ad-
vantage (long battery life), and a disadvantage of
wireless sensor network nodes, leading to restric-
tion of processor power, memory and radio ex-
change rate.

• Errors of radio transmission. A hostile environment
(interference, bad weather conditions) can cause
an increase in errors of radio transmission.

Thus, the decision to use a wireless sensor network
depends on the geophysical problem that has to be
solved.
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