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Abstract. Constructing models of global heat
exchange between the ocean and atmosphere
requires information on boundary conditions at
water–air interface. Experimental and
theoretical studies of near-surface structures
both in laboratory and in situ have been a part
of geophysics for decades. Nowadays usage of
modern CFD methods can be complemented by
state-of-art experimental techniques providing
visualization of small-scale phenomena.
Temperature distributions near the liquid–gas
interface for various evaporation regimes are
measured in laboratory by Background Oriented
Schlieren (BOS) and IR thermal imaging of the
surface. The results, obtained by these two
methods, are shown to coincide with accuracy
about 0.1 K. Thanks to simplicity of
experimental realization, both methods can be
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used also in situ. Thermal imaging yields not only
the surface temperature field, but also the veloc-
ity gradient near the surface. It is shown to be
much larger than vorticity of the bulk convective
vortices. Possible separate numerical modeling of
hydrodynamic processes in liquid and gas making
use of thermal imaging data is discussed.



Introduction

Thin layer of water and air adjacent to the interface has
structure, totally different from that of the remaining
part of atmosphere or ocean. Fluid velocity, temper-
ature, water vapor concentration vary drastically in-
side this layer. Hence, all dissipative processes: viscos-
ity, thermal conductivity and diffusion – are important.
The thickness of this layer (from 0.1 mm to several
millimeters) is incomparable with typical geophysical
scales. Nevertheless, describing this layer is essential
for constructing the whole model, since it is there where
all heat and mass exchange between ocean and atmo-
sphere takes place. Small-scale structures of this layer
can play an important role in energy transport and dis-
sipation of large-scale flows.

Liquid temperature measurements near the liquid–
gas interface present serious experimental challenge.
Average vertical temperature profile can be approxi-
mated by simple exponential fit [Katsaros et al., 1977;
Fedorov and Ginsburg, 1992]

T (z) = Tbulk + (Ts − Tbulk) exp
(
−z

δ

)
, (1)

where Ts is the surface temperature of liquid, Tbulk

is liquid temperature far from the surface and z is



the depth. This profile is governed by two parame-
ters: temperature difference Tbulk − Ts and surface
layer thickness δ. Major experimental difficulties arise
from the fact that Tbulk − Ts is usually of order 0.1 K
and δ is about 1 mm. This suggests temperature gra-
dients of several hundred K/m and thermal fluxes ∼
102 W/m2. There are two groups of experimental tech-
niques. Methods of the first group allow measuring av-
erage values for δ and Tbulk −Ts . Temperature differ-
ence can be found e.g. by simultaneous thermocouple
and thermal imaging measurements [Minnett et al.,
2011], and layer thickness is estimated from the total
heat flux. Total heat flux is interpreted as molecular
one

Qtotal = −λ dT

dz

∣∣∣∣
z=0

= −Ts − Tbulk

δ
. (2)

Thus, layer thickness can be found if the total heat
flux is known. In laboratory it can be determined from
standard thermophysical measurements of liquid sam-
ple cooling, or from evaporation rate. In natural con-
ditions small containers are immersed into water reser-
voir and evaporation rate is measured, or profiler ther-
moprobes of various types are used [Katsaros et al.,
1977; Khundzhua et al., 1997]. Bulk formulae, relating
heat fluxes to temperature and humidity values at var-



ious heights, have been elaborated both for laboratory
[Luikov, 1966; Shah, 2003] and in situ measurements
[Liu et al., 1979; Gulev and Belgaev, 2012]. These
relations allow finding estimates for all heat fluxes con-
stituting the total flux.

It is obvious that non-uniformity of the cold skin
in horizontal plane, which is not taken into account
by one-dimensional models, is of principal importance
because it provides torque for the vortices approach-
ing the surface. More information is required both for
deeper understanding of hydrodynamical processes un-
der the liquid–gas interface and for verification of state-
of-art numerical codes. Consider the second group of
methods, which allow obtaining detailed information
about the fields of temperature and other quantities.
These are: shadowgraphy [Spangenberg and Rowland,
1961], BOS [Meier, 2002], Particle Image Velocime-
try (PIV) performed both in gas and liquid [Volino
and Smith, 1999; Bukhari and Siddiqui, 2006, 2008],
Laser Induced Fluorescence (LIF) [Bukhari and Sid-
diqui, 2011], and IR thermal imaging of temperature
field at the surface [McAlister and McLeish, 1970;
Volino and Smith, 1999; Carlomagno and Cardone,
2010; Ivanitskii et al., 2005]. Principal drawbacks
of these methods are well-known. Shadowgraphy re-



quires relatively complex adjustment of experimental
setup, thick parallel beams have to be formed. Nev-
ertheless, it was shadowgraphy to give first hint on
complex structure of surface layer [Spangenberg and
Rowland, 1961]. Background Oriented Schlieren lacks
spatial resolution and yields distribution, averaged over
line-of-sight [Meier, 2002]. PIV also lacks resolution in
vertical direction near the surface, and LIF suffers from
concentration gradient of emitting particles in the sur-
face layer, which is observationally equivalent to tem-
perature gradient. IR thermal imaging is becoming,
with the development of more sensitive devices, one
of the major methods of measurement, but it observes
only very thin layer near the surface. Combined usage
of PIV and thermal imaging has led to conclusion about
complex structure of the flow in upper layer of liquid.
It appeared that cold liquid filaments at the surface do
not coincide with places of downward vortical motion
[Volino and Smith, 1999].

Consider once more profiler thermoprobes [Katsaros
et al., 1977; Khundzhua et al., 1997]. Originally, they
were used to obtain averaged profiles under laboratory
and natural conditions. Actually, their readings cor-
respond to instantaneous values of temperature and
can be used for verification of numerical simulation.



However, certain difficulties arise, as for any contact
method, with interpretation of the results, due to large
response time of thermocouples and surface tension in-
fluence when the probe enters the liquid. In particular,
we have shown that at high probe velocities, typical
for in situ measurements, temperature distribution can
be significantly distorted due to delayed response of
thermocouple in gas. In laboratory it is possible, by
decreasing the probe velocity and changing the sensor
geometry, to obtain reliable temperature profiles both
for gas and liquid. Only the upper liquid layer with
thickness about 0.1 mm, geometry of which is violated
by the probe during the entry, remains a blank spot.

Temperature field measurements can shed some light
on the structure of surface layer. In particular, they
can clarify the question whether Marangoni convection
takes place near the surface in different liquids, which
was widely debated in literature (see e.g. [Fedorov
and Ginsburg, 1992]). Shadowgraphy has shown that
Marangoni convection is observed in ethanol, but not
in water. Modern thermographical methods help to
explain this discrepancy. It appears that there are ac-
tually two configurations of surface layer, both associ-
ated with Marangoni effect i.e. with temperature de-
pendence of surface tension. Classical Marangoni con-



vection takes place in ethanol whereas a system of cold
liquid filaments is observed at water surface [Spangen-
berg and Rowland, 1961; Volino and Smith, 1999].

Experimental techniques

IR thermal imaging

Different regimes of near-surface convection are ob-
served in the present study for various liquids with dif-
ferent thermophysical properties (water, decane, kerosene,
glycerine, ethanol and butanol). Network of cold fila-
ments associated with Marangoni convection is typi-
cally observed in ethanol, but neither in water, nor in
glycerine or kerosene, where motionless cool skin layer
is formed [Fedorov and Ginsburg, 1992]. Decane and
butanol have been reported to exhibit both kinds of
behavior. Usually this is attributed to presence of sur-
factants e.g. in water. However, our experiments with
these liquids revealed that surface layer configuration
is determined by initial thermal state and evaporation
rate, not by the substance. The results are presented
for water, ethanol and butanol. Measurements were
performed with FLIR SC7000-M IR thermal imaging
device. Image resolution is 640 × 512 pix, wavelength



range is 2.5–5.5 µm. Camera sensor temperature is
80 K. Figure 1 shows measured surface temperature
fields for cooling of initially hot butanol. Conditions for
evaporation are changing during the process, so does
the surface layer configuration. Two configurations of
surface layer are possible: thermocapillary convection
and thermocapillary film, characterized by larger cells of
hot liquid surrounded by cold filaments and by motion-
less state of near-surface layer (see below). Both con-
figurations are related to surface tension dependence
on temperature. Its role for laboratory and geophysical
experiments was discussed e.g. by Lapshin [1990].

Knowing the temperature field, one can obtain infor-
mation about velocity gradients near the surface. They
are related to surface tension by common expression

∂vx
∂z

=
1

µ

∂σ

∂T

∂T

∂x
,

∂vy
∂z

=
1

µ

∂σ

∂T

∂T

∂y
, (3)

where µ is dynamic viscosity and σ is surface tension.
The right-hand side (3) is known from experiment.
Typically, for water it is about 10 s−1. Expanding the
velocity gradient as ∂vx ,y/∂z ∼ ∆v/δ1 and making use
of typical velocity values, observed in PIV or numerical
simulations (∆v ∼ vmax ∼ 10−3 m/s), one arrives to
an estimate for velocity boundary thickness δ1 about
100 µm. Bulk convective vortices are characterized by
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the same velocity difference, but their size is compara-
ble with the tank size, i.e. the vorticity is at least two
orders of magnitude less. Near-surface layer exhibits
sudden velocity drop, which can be observed by ther-
mal imaging. Figure 2 presents two frames from video
record for water surface temperature field with floating
powdered coal (also, talc particles were used).

Video record shows that in hot water (with tempera-
ture about 50◦C) cold fluid filaments below the surface
move with velocity about 1 mm/s, whereas average
velocity of coal particles at the surface is an order of
magnitude less (0.1 mm/s). Since IR radiation comes
from depths not more than 100 µm, a conclusion can
be derived that velocity gradient below the surface is
very large indeed. This velocity gradient prevents bulk
convective vortices from reaching the surface, which
implies complex structure of surface layer with vortices
of several scales located above each other. Same con-
clusion was made in [Volino and Smith, 1999] from
comparison of thermography data with PIV.

Thermal imaging allows separating the problem of
hydrodynamical simulations in liquid and gas. Instead
of solving equations for both media and coupling the
solutions by setting equal temperatures and heat fluxes
at the interface [Nunez and Sparrow, 1988], one can
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solve two separate problems using thermal imaging data
as boundary condition at the liquid surface. Then, heat
fluxes can be compared. Simulations in water should
also take into account conditions (3), determining ve-
locity gradient at the surface. Boundary conditions for
the air-side problem are completely specified too: tem-
perature and humidity (which can be taken equal to
saturated value for given temperature) at the surface
are known, as well as gas temperature and humidity far
from the surface, measured by simple probes.

Background Oriented Schlieren

Major drawback of thermography is small thickness of
the observable layer. Hence, it is worthwhile to com-
plement thermography with some technique providing
data on spatial structure of temperature distribution
at considerable depths. In present investigation BOS
method is implemented, which is relatively new and has
not been used for evaporation studies before. Actually,
original scheme of observations by Spangenberg and
Rowland [1961] is used, involving top view and side
view, but top view is obtained with thermal imaging and
side view is provided by BOS, instead of shadowgra-



phy. These substitutions increase greatly the obtained
images quality and allow comparison of the results for
two independent experimental techniques. Thus, accu-
racy can be estimated. Moreover, thanks to simplicity
of experimental realization of both methods, they can
be applied for various problems both for laboratory and
in situ measurements.

BOS technique, proposed by Meier [2002], is ex-
tremely simple in realization. Variations of refraction
index inside investigated transparent object are mea-
sured by digital comparison of two photographs of a
background pattern. First photograph (reference im-
age) is taken under constant refraction index condi-
tions and the second one (distorted image) – through
the object being investigated. For evaporation of liq-
uid in tank reference image can be taken with the tank
lid on, thereby eliminating evaporation and correspon-
dent heat fluxes. Refraction results in rays deflection
and apparent displacement of background pattern ele-
ments. Ray path is described by vector function ~R(S)
(Figure 3), which is orthogonal to isosurfaces of the
wave phase Ψ. Total ray deflection is related to the
angle α between the tangent line drawn in the end
point of the path and the original ray direction. For
small deflections α ≈ tanα = dRx/dRz ≈ dRx/dS .



Figure 3. Light propagation in inhomogeneous medium.

~R(S) can be found from the following equations [Born
and Wolf, 1980]

d~R

dS
=~l ,

∂
(
n~l
)

∂S
= grad n,

∂Ψ

∂S
= n, (4)

where n is refraction index. For n = const first two
equations of the set (4) yield linear ~R(S) i.e. straight-
line propagation of the light. If refraction index varia-
tions are present, total deflection angle is

α =
1

n0

∫
H

∂n

∂x
dz , (5)



Figure 4. BOS setup.

and integration is performed along line-of-sight. For
typical layout of BOS setup (Figure 4) object size along
line-of-sight (width of the tank) is small in compari-
son with distance from object to camera. In this case
the deflection angle is practically independent from the
position along line-of-sight, at which refraction index
is varied. For example, total displacements AB1 and
AC1, shown in Figure 5, are similar if BC � AB . This
allows obtaining 2D refraction index fields, averaged
over the third coordinate. Exact position of the point,
where the ray leaves the tank, does not influence on
the displacement value if tank walls are flat. Other-



Figure 5. Ray paths in BOS. CA – undistorted ray for
constant refraction index, CBB1 – inhomogeneity is located
in B , CC1 – inhomogeneity in C . Angles are augmented
for illustration purposes.

wise, e.g. for cylindrical tanks deflection angle depends
on inhomogeneity position inside the tank and multian-
gle tomographical reconstruction is required. The dis-
placement field can be determined by cross-correlation
interrogation of the recorded images, also employed in
PIV. Multi-pass algorithm with discrete window offset
[Scarano and Riethmuller, 1999] is used with little
modifications. Optical considerations lead to the fol-
lowing Poisson equation for the refraction index field
[Vinnichenko et al., 2011]



∂2n

∂x2
+
∂2n

∂y2
=

2a

h(2L + h)

(
∂ξx
∂x

+
∂ξy
∂y

)
, (6)

where a is one pixel size in background plane, ~ξ is the
displacement vector field measured in pixels, h is the
tank width and L is the distance from background to
tank. Since pressure variations in small water tanks are
negligible, refraction index is a function of density and
temperature. Hence, temperature field can be obtained
by solving two algebraic equations: empirical equation
of state and Lorentz-Lorenz relation for refraction in-
dex.

Two types of background patterns were used in the
experiments: irregular dotted pattern (Figure 6a) and
wavelet-noise pattern (Figure 6b), proposed by Atch-
eson et al. 2009]. Dot size in irregular dotted pat-
tern was adjusted for the prescribed distances between
the background, water tank and the lens, so that dot
image size was about 2–3 pix, which is optimal for
cross-correlation interrogation. In contrast, wavelet-
noise pattern can be used as universal background for
different relative positioning of BOS setup parts, since
it contains details of various size. However, it yields
slightly larger errors than dotted pattern and is more



Figure 6. Background patterns: a) irregular dotted
pattern, b) wavelet-noise pattern.

vulnerable to image blur [Vinnichenko et al., 2012].
Most of the results were obtained with irregular dotted
pattern.

Accuracy of the measurements can be estimated by
cross-correlating two reference images. This estimate
takes into account the errors of cross-correlation al-
gorithm, lens aberrations, noise of the camera sensor
and possible camera displacement. Also, it accounts
for refraction index fluctuations which are present even
without evaporation. It does not take into account dis-
torted image blur caused by nonlinear refraction index



variations [Vinnichenko et al., 2012]. In all cases the
estimated error of temperature measurements was of
order 0.01 K. Note that this error is for temperature
variations only. In order to determine absolute temper-
ature value, one has to specify temperature in some
point. In our experiments, bulk liquid temperature was
measured by thermocouple with accuracy 0.1 K. Re-
fraction index value correspondent to this temperature
and atmospheric pressure was used as boundary condi-
tion for (6) at lower boundary. Temperature and rela-
tive humidity of the air, which determine the evapora-
tion intensity, were measured by another thermocouple
and TESTO-650 gauge.

Results and discussion

As discussed above, temperature measurements in the
upper layer with thickness about 1 mm are extremely
challenging. Figure 7c shows the results obtained by
two methods at the water surface. Temperature field
obtained by thermal imaging was averaged over the
tank width and compared to BOS results at the up-
per boundary of the domain (intrinsically averaged over
BOS line-of-sight). Note that BOS images were cropped
below liquid surface in order to avoid the errors asso-



Figure 7. a) Water surface temperature field (◦C) ob-
served by thermal imaging device, b) side view of temper-
ature distribution (◦C) obtained by BOS, c) comparison of
temperature profiles along water surface measured by BOS
and thermal imaging.



ciated with meniscus and multiple reflections of light
from the interface. Water tank dimensions are 30×50×
19 mm. The agreement is very good. Use of two dif-
ferent methods justifies the validity of obtained experi-
mental results, making evaporation from a small water
tank a good test case for numerical models involving
evaporation. BOS temperature is slightly higher, in-
dicating that the upper sublayer about 0.1 mm is not
well resolved or is possibly lost during the image crop.
However, the difference between two distributions is
about 0.05 K, less than accuracy of thermocouple pro-
viding the reference temperature value for BOS mea-
surements. Good agreement is related to geometry of
the considered flow, which is nearly 2D. If cold fila-
ments are observed near the liquid surface, the com-
plete structure of temperature field is not captured by
BOS, since it yields temperature values averaged over
line-of-sight. Nevertheless, combination of BOS side
view and thermal imaging of the surface gives notion
about thermal structures in the considered flow.

Evaporation is much more intense in ethanol. The
dependence of refraction index on temperature is stron-
ger than in water, hence BOS sensitivity in ethanol is
higher. Thermal imaging indicates presence of a net-
work of cold filaments at the surface and an area of



cold liquid sinking down in central part of the tank. Re-
sults of simultaneous measurements by thermal imag-
ing and BOS are demonstrated in Figure 8. Compar-
ison of temperature distributions along the interface,
averaged over the tank width, is presented in Figure 9.
The agreement is reasonably good. Maximal deviation
is less than 0.08 K. Some disagreement in positions of
local maxima and minima can be associated both with
thermal structure changes in the upper liquid layer and
BOS method accuracy. Vortical motion, coming from
the surface, engulfs also the deeper layers. Hence, even
though BOS can not resolve the layer immediately ad-
jacent to the surface, it can provide valuable data on
the emerging thermal structures.

Experiments were also performed for a larger tank
(31×16×25 cm) filled with water. The Rayleigh num-
ber is increased about 1000 times in comparison with
the case shown in Figure 7 and Figure 8 and convec-
tion becomes turbulent (see Figure 10). BOS results
are averaged over much longer distance, so the tem-
perature fluctuations with respect to average value are
small. Correspondent temperature profiles along the
interface are displayed in Figure 11.



Figure 8. Temperature fields (◦C) for evaporating
ethanol. a) Surface temperature field observed by thermal
imaging, b) side view of temperature distribution obtained
by BOS. Images are taken 19 s after taking off the lid.



Figure 9. Comparison of temperature profiles along
ethanol surface measured by BOS and thermal imaging.
Thermal imaging distribution was averaged over the tank
width.

Conclusions

1. BOS method is very promising for investigations
of thermal structures near gas–liquid interface. Its
accuracy is generally better than 0.1 K. Simplicity
of experimental realization allows using it for in situ
measurements.



Figure 10. Water cooling from 31◦C. Air temperature is
23.2◦C, relative humidity is 25.5%. Water depth is 12 cm. Left
column presents thermal imaging results for surface temperature
(◦C), right column shows simultaneous BOS measurements. Im-
ages in the upper row were taken 15 s after taking off the lid,
middle row – 25 s, lower row – 45 s.



Figure 11. Comparison of temperature profiles along
water surface measured by BOS and thermal imaging in
the large tank a) 25 s, b) 45 s after taking off the lid.
Thermal imaging distribution was averaged over the tank
width.



2. Combination of BOS with IR thermal imaging pro-
vides reliable data on the entire structure of ther-
mal field. Also, boundary conditions for velocity
and temperature at the interface can be obtained,
making separate modeling of problem in liquid and
gas feasible.

3. Two configurations of the near-surface layer were
observed for various liquids and conditions, both
associated with Marangoni convection. Velocity
gradients near the interface are shown to be much
larger than vorticity of Rayleigh convection vortices
in bulk liquid. This implies complex multi-layered
vortical structure of the upper liquid layer.
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